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A B S T R A C T

Cloud computing permits companies to easily scale their infrastructure to meet changing demand,
providing reduced costs and improved scalability. However, for cloud tenants, ensuring the confi-
dentiality and integrity of sensitive data entrusted to untrusted cloud service providers poses secu-
rity challenges. To address these issues, processor manufacturers have introduced trusted execution
environments (TEEs) like Intel software guard extensions (SGX), AMD secure encrypted virtualisa-
tion (SEV), Arm TrustZone etc. into commodity CPUs. TEEs provide secure enclaves that leverage
hardware-based security mechanisms to ensure the confidentiality and integrity of code and data
deployed on untrusted cloud infrastructures.

Nevertheless, the complexity of TEEs at the development level has been a major impediment to their
widespread adoption. Two fundamental challenges arise when dealing with TEE programs: improv-
ing security through code partitioning, and mitigating the performance overhead introduced by the
security extensions. While some tools have been proposed by both academia and industry to address
these issues, they have drawbacks: they either target only lower level programming languages, hin-
dering adoption by the development community, or are too language-specific, limiting their utility for
programs in different programming languages.

This thesis revisits these fundamental issues in TEE development and presents more viable solutions.
First, it addresses the code partitioning challenge by designing and building high-level, as well as
multi-language tools, to isolate sensitive code inside secure enclaves. Second, it explores the realm
of IoT, providing robust techniques to enhance security in IoT environments. Finally, it introduces
novel approaches to tackle the performance challenges associated with TEEs.

The first research work presents an approach to partitioning Java programs for Intel SGX enclaves.
The proposed approach relies on code annotations and bytecode transformations to partition Java
classes into trusted and untrusted components. These partitioned components are then ahead-of-
time (AOT) compiled into binaries that run in and out of an enclave, while maintaining sufficient
interaction to preserve the functional goals of the original program.

Building upon the previous work, the second research work extends the concept of code partitioning
to a multi-language context. It leverages GraalVM’s Truffle framework to provide abstract syntax
tree (AST) nodes that encapsulate sensitive data in polyglot programs. The resulting AST is then
analysed via dynamic taint analysis, and the secure nodes are used to deduce sensitive portions of
the program to be isolated inside an enclave.

The third research work delves into the realm of internet of things (IoT), providing a technique to
secure sensitive data generated by peripheral devices. It proposes a generic blueprint for partition-
ing peripheral drivers for Arm TrustZone, and leverages this approach to design and build a robust
framework to enhance security of IoT peripherals.

The fourth research work shifts the focus to performance enhancement by leveraging persistent mem-
ory (PM) to provide efficient fault tolerance guarantees for Intel SGX programs. The practicality of
this technique is demonstrated in a machine learning (ML) context to achieve secure and persistent
ML model training.

Still focusing on performance enhancement, the fifth research work proposes a system to optimise
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Intel SGX switchless calls. It identifies the limitations of the static configuration policy in Intel SGX’s
switchless call library, and provides a dynamic approach which obviates the performance penalty due
to static configurations.

Keywords: security and privacy, trusted execution environments, Intel SGX, Arm TrustZone, cloud
computing, GraalVM, Truffle framework, persistent memory.



R É S U M É

Le cloud offre une flexibilité permettant aux entreprises de s’adapter rapidement aux fluctuations
de la demande, accordant ainsi des coûts réduits et une meuilleure scalabilité. Cependant, pour les
utilisateurs du cloud, garantir la confidentialité et l’intégrité des données sensibles confiées à des four-
nisseurs de services cloud non fiables pose des défis en matière de sécurité. Pour résoudre ce problème,
les fabricants de processeurs ont introduit des environnements d’exécution de confiance (TEE) tels que
Intel software guard extensions (SGX), AMD secure encrypted virtualisation (SEV), Arm TrustZone,
etc., dans les processeurs. Les TEEs fournissent des enclaves sécurisées qui exploitent des mécanismes
de sécurité basés sur le matériel pour garantir la confidentialité et l’intégrité du code et des données
déployés sur des infrastructures cloud non fiables.

Cependant, la complexité des TEEs au niveau du développement a été un obstacle majeur à leur adop-
tion par les développeurs. Deux défis fondamentaux se posent lors du développement des programmes
TEE : améliorer la sécurité grâce au partitionnement du code et atténuer les surcoûts de performance
introduits par les extensions de sécurité. Bien que certaines solutions aient été proposées par le mi-
lieu académique et l’industrie pour résoudre ces problèmes, elles présentent des inconvénients : elles
ciblent soit uniquement des langages de programmation de bas niveau, entravant l’adoption par la
communauté du développement, soit sont trop spécifiques à un langage particulier, limitant leur uti-
lité pour les programmes basés sur différentes langages de programmation.

Cette thèse revisite ces problèmes fondamentaux dans le développement TEE et présente des solutions
plus viables. Tout d’abord, elle aborde le défi du partitionnement du code en concevant et en déve-
loppant des outils de haut niveau, ainsi que des outils multi-langages, pour isoler le code sensible à
l’intérieur d’enclaves sécurisées. Deuxièmement, elle explore le domaine de l’internet des objets (IoT),
en fournissant des techniques robustes pour renforcer la sécurité dans les environnements IoT. Enfin,
elle propose des approches nouvelles pour relever les défis de performance associés aux TEEs.

Le premier travail de recherche introduit une nouvelle approche pour partitionner les programmes
Java pour les enclaves Intel SGX. L’approche proposée s’appuie sur des annotations de code et des
transformations de bytecode pour partitionner les classes Java en composants fiables et non fiables.
Ces composants partitionnés font l’objet d’une compilation anticipée (AOT) permettant ainsi leur
exécution à l’intérieur et à l’extérieur d’une enclave, tout en maintenant une interaction suffisante
pour préserver les objectifs fonctionnels du programme original.

S’appuyant sur le travail précédent, le deuxième travail de recherche étend le concept de partitionne-
ment du code à un contexte multi-langage. Il exploite le framework Truffle de GraalVM pour fournir
des nœuds d’arbre syntaxique abstrait (AST) qui encapsulent des données sensibles dans des pro-
grammes polyglottes. L’AST résultant est ensuite analysé via une analyse dynamique, et les nœuds
sécurisés sont utilisés pour déduire les portions sensibles du programme à isoler à l’intérieur d’une
enclave.

Le troisième travail de recherche explore le domaine de l’internet des objets (IoT), en proposant une
technique pour sécuriser les données sensibles générées par les périphériques. Il fournit un modèle
générique pour le partitionnement des pilotes de périphériques, et exploite cette approche pour conce-
voir et construire un framework robuste pour renforcer la sécurité des périphériques IoT en utilisant
Arm TrustZone.
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Le quatrième travail de recherche recentre l’attention sur l’amélioration des performances en utilisant
la mémoire persistante (PM) pour fournir des garanties efficaces de tolérance aux pannes pour les
programmes Intel SGX. La praticabilité de cette technique est démontrée dans un contexte d’appren-
tissage automatique (ML) pour réaliser un entraînement de modèle ML sécurisé et persistant.

Se focalisant toujours sur l’amélioration des performances, le cinquième travail de recherche propose
un système pour optimiser les appels sans commutation ("switchless calls") d’Intel SGX. Il identi-
fie les limitations de la politique de configuration statique de la librairie switchless d’Intel SGX, et
propose une approche dynamique qui élimine la pénalité de performance due aux configurations
statiques.

Mots-clés : sécurité et confidentialité, environnements d’exécution de confiance, Intel SGX, Arm Trust-
Zone, cloud computing, GraalVM, Truffle, mémoire persistante.
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Introduction

This chapter aims to contextualise the research work done, so as to provide a clearer understanding
of the purpose and rationale of this PhD thesis. It presents an overview of the key contributions made,
and provides a general outline for the rest of the manuscript.

The chapter is organised as follows:

1.1 Context and motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Software artifacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
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2 1 I N T R O D U C T I O N

1.1 C O N T E X T A N D M O T I VAT I O N

In recent years companies have moved their computing workloads from on-premises to public clouds,
which permit them to easily scale their infrastructure to meet changing demand. Instead of investing
in costly hardware and software, companies can simply outsource their computations to cloud service
providers, and pay for the computing resources they need. This flexibility provides reduced costs,
improved availability, and reliability.

However, the prevalence of cloud services has introduced new security challenges [124, 168]. On
the one hand, when potentially sensitive data is entrusted to an untrusted cloud provider, there is
a risk of data exposure or tampering [11, 161, 164, 228] by the cloud service provider, e.g., via a
rogue administrator with superuser privileges. On the other hand, in a multi-tenant cloud environ-
ment where multiple customers share the underlying hardware and software infrastructure through
virtualisation, vulnerabilities in privileged software such as the hypervisor [35, 67, 229] could lead
to unauthorised access to private data by a neighbouring compute instance, or other unauthorised
entities.

Hence, cloud computing presents a new threat model wherein some elements of the computing plat-
form, i.e., hardware (e.g., memory) or software (e.g., operating system, hypervisor) fall within the
adversary’s control. This means traditional process isolation by the operating system (OS) and vir-
tualisation techniques are insufficient to guarantee security. These security issues represent the core
motivation behind the confidential computing [124] paradigm.

Confidential computing aims to bridge the gap between the convenience of cloud computing and
the paramount need for data security and privacy. It provides a computing approach that ensures
data remains confidential even when processed in cloud infrastructures where the underlying priv-
ileged software stack, i.e., OS, hypervisor is considered untrusted. This is achieved by introducing
software isolation primitives at the processor level, significantly reducing the number and size of
components that need to be trusted by a cloud client. Major CPU manufacturers like Intel, Arm, and
AMD have implemented confidential computing by introducing trusted execution environments (TEEs)
like Intel software guard extensions (SGX) [34], Intel trust domain extensions (TDX) [22], Arm Trust-
Zone [159], SEV [37], and RISC-V MultiZone Security [173] into their processor technologies. TEEs
leverage hardware primitives to provide encrypted memory regions called enclaves which provide
robust confidentiality and integrity guarantees to applications, even in the presence of potentially
malicious system software.

Challenge 1: code partitioning for better security

To enhance security, the TEE must maintain a small trusted computing base. This can be
achieved via program partitioning, which reduces the potential attack surface. However, man-
ual partitioning is usually complex and error-prone, and existing automatic partitioning tools
focus primarily on lower level languages.

Challenge 1. Despite the strong security guarantees provided by TEEs, integrating TEE capabilities
into an application poses some difficulties. Firstly, the APIs provided are typically implemented in
lower-level programming languages like C, C++, or assembly, making development difficult for non-
experts. Secondly, most TEEs impose a number of restrictions (motivated by security) on application
code, e.g., disallowing system calls [195]; this requires the application code to be adapted to leverage
the security features provided by the TEE. This lack of flexibility at the language level coupled with
the restrictions on application code has led to the emergence of tools such as library OSs [7, 11, 160,
175, 195] that enable unmodified applications to run inside an enclave, while providing in-enclave
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system services [61] like user-level scheduling, in-memory filesystem, etc. While these tools simplify
TEE-based development by offering a higher level of abstraction to the programmer, they introduce
a new problem: naively including large amounts of code inside a TEE bloats the trusted computing
base (TCB),1 posing a security risk. This is because any vulnerabilities present in the library OS
(LibOS) or the in-enclave program can be leveraged by an adversarial party, leading to a security
breach. Moreover, from an empirical point of view, there is a strong correlation between the number
of security vulnerabilities in a given code base and the size and complexity of the code base. To put this
into perspective, a standard Linux environment comprises over 10 million lines of code. This not only
represents a huge attack surface that could be compromised by an attacker, but further complicates
formal verification [35, 90, 129] techniques to validate the correctness of the system.

This problem can be mitigated through privilege separation [15, 104], a security principle which
divides a program into parts with different levels of privilege or access rights. Several hardware ar-
chitectures provide isolation mechanisms to achieve privilege separation, e.g., between kernel and
user mode: rings 0 and 3 in Intel x86 [198], exception levels 1 and 0 in ARM [102], and S- and
U-modes in RISC-V [207]. With regards to TEE development, this principle can be extended to user
space software by protecting only sensitive code and data in the TEE. This is achieved through pro-
gram partitioning, which involves splitting the code base into two subprograms: a trusted component
which executes inside the TEE, and an untrusted component which executes out of the TEE. These
components interact and collectively implement the original program, but the system as a whole now
fulfills the important security requirement: restricting access to sensitive information within the en-
clave. Partitioning significantly reduces the attack surface for the most security-critical components,
and often results in improved performance [226, 222] as the untrusted component does not incur
any performance penalties due to the TEE. Several runtime libraries have been developed that allow
developers to manually partition enclave code (mostly written in C or C++) into trusted and un-
trusted components, as well as handle any possible interactions between the partitioned components.
These include: Intel SGX SDK [30], Microsoft OpenEnclave SDK [130], Google Asylo [54], Fortanix’s
Rust Enclave Development Platform [43], and Keystone SDK [85] for RISC-V architectures.

While re-designing a given program this way often achieves improved security and performance goals,
establishing and maintaining the trusted-untrusted boundary effectively requires careful considera-
tion. Moreover, ensuring that sensitive operations and data are confined to the secure side while
allowing appropriate interactions with non-secure components can be complex, especially when deal-
ing with large code bases. These difficulties are further compounded when dealing with high-level
programming languages like Java, JavaScript, Python etc. for which the TEE implementations provide
little or no (direct) support. As an illustrative example, partitioning a Java program for a TEE requires
handling references and dependencies between objects residing in the trusted and untrusted compo-
nents, which operate on separate heaps. Manual handling of these complexities introduces serious
engineering challenges, underscoring the necessity for automatic or semi-automatic partitioning
tools to abstract away the complexity.

Academia and industry have proposed some automatic program partitioning tools, but unfortunately
the proposed tools usually target lower-level programming languages like C or C++ [104, 177] or
legacy frameworks [170, 14]. This is insufficient because a huge percentage of cloud-based appli-
cations and frameworks [44, 45, 93] are implemented in high-level languages like Java, Python,
JavaScript, etc. While there have been efforts [196] to address this disparity, they still introduce large
language runtimes like the Java virtual machine (JVM) and a library OS [195] inside the TEE. There
is thus a need to develop higher-level language frameworks and APIs that do not only simplify TEE

1 The TCB refers to the set of software, firmware, and hardware components that are critical to the security of a computer
system.
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programming, but also provide better TCB reduction guarantees.

Challenge 2: improving performance of TEEs

TEEs introduce significant overhead, e.g., through frequent context switches to perform unsup-
ported operations like I/O. Current solutions to this problem have limitations, highlighting the
demand for more viable performance enhancement techniques.

Challenge 2. The security guarantees provided by TEEs often come at a cost. Firstly, popular TEE
implementations like Intel SGX enclaves operate only in user mode. As a result, enclave programs
are required to perform complex operations such as CPU context switches to access OS related APIs
like system calls (i.e., read, write, etc.) which are ubiquitous in modern programs. These additional
operations introduce substantial performance overhead. For instance, invoking a non-enclave func-
tion from within an SGX enclave results in an overhead ranging from 8000 to 14, 000 CPU cycles,
depending on cache state [210, 157]. This represents a performance degradation of up to 93× when
compared to a regular OS system call, which incurs about 150 CPU cycles. Although prior research
endeavours [187, 157, 7] have proposed solutions to mitigate this performance problem, there is still
room for further enhancement. As an example, the Intel SGX software development kit provides a
tool to statically configure transitionless cross-enclave function invocations using additional worker
threads. However, these static configurations are difficult and misconfigurations can result in perfor-
mance degradations and waste of CPU resources.

Secondly, the security restrictions imposed by TEE technologies like Intel SGX require software changes,
e.g., in the C standard library. While the Intel SGX SDK provides the required reimplementations,
some are suboptimal and could be improved.

Lastly, TEE technologies typically provide limited memory resources for secure programs. To illustrate,
the initial version of Intel SGX introduced on the Skylake microarchitecture provides a maximum of
128 MB of secure memory, of which only ≈ 93.5 MB is usuable by enclaves. Once this memory ca-
pacity is exceeded, expensive paging operations [182, 34] are triggered to swap enclave pages to
regular DRAM. While the enclave memory budget has been increased on recent server-grade proces-
sors, a large number of SGX-capable processors still grapple with the aforementioned memory limi-
tation. This limitation has performance implications, especially for applications requiring substantial
memory or I/O operations (e.g., read, fread, etc.) relying on large buffers in secure memory. These
challenges significantly constrain the practicality of adopting TEEs for large-scale computations, such
as machine learning training algorithms.

The prevalence of such performance-related issues has led to a growing demand for techniques that
can enhance the performance of TEE-based programs while maintaining acceptable security guaran-
tees.

1.2 C O N T R I B U T I O N S

This thesis aims, on the one hand, to unlock the potential of TEE technologies for high-level program-
ming languages, by providing generic tools and abstractions that distill the underlying complexity
inherent in TEE development. On the other hand, it addresses the performance challenges associated
with TEEs by introducing novel ideas or improving existing ones.

With regards to the language aspect, technologies like GRAALVM [13] and TRUFFLE [212, 153] provide
a rich software ecosystem to enhance interoperability between relatively low-level languages like
C/C++, and more popular high-level languages e.g., Java,
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JavaScript, Python, etc. We leverage these two technologies to design and build automatic TEE code
partitioning tools for these popular high-level languages, thereby easing adoption of TEE technologies
for non-experts.

On the performance side, novel memory technologies like PM are a promising solution to mitigate the
high I/O costs of programs. PM has both storage and memory characteristics, and provides memory
access semantics that can be leveraged by TEEs to eschew costly CPU context switches required to ma-
nipulate data in the underlying storage device. We leverage these properties of PM to provide efficient
fault tolerance guarantees for in-enclave data structures. Further, we investigate how multithreading
can be efficiently leveraged in TEEs to provide optimal performance.

In summary, the contributions of this thesis are as follows.

Program partitioning tool for Java. We propose a tool, MONTSALVAT, that leverages code anno-
tations as well as bytecode transformations to partition Java programs for Intel SGX enclaves. The
partitioned components are then AOT compiled by GRAALVM into binaries that execute in and out of
an enclave in a distributed fashion.
This work was done in collaboration with Hugo Guiroux, Jean-Pierre Lozi (Oracle labs Zürich), and
Jämes Ménétrey (University of Neuchâtel). It was supervised by Pascal Felber, Valerio Schiavoni (Uni-
versity of Neuchâtel), Alain Tchana (Grenoble-INP), and Gaël Thomas (Télécom SudParis). MONTSAL-
VAT was published in the 22nd ACM/IFIP International Middleware Conference 2022 [225], and
constitutes Chapter 3 of this thesis.

Multi-language program partitioning tool. We design and implement SECV, a multi-language tool
for partitioning applications in a wide range of high-level programming languages such as JavaScript,
Python, amongst others, for Intel SGX enclaves. SECV leverages GraalVMs Truffle framework to
provide AST nodes that encapsulate sensitive data in polyglot programs. The programs are then
dynamically analysed and partitioned based on these nodes.
SECV was realised in collaboration with Hugo Guiroux and Jean-Pierre Lozi (Oracle labs Zürich), and
was supervised by Pascal Felber, Valerio Schiavoni (University of Neuchâtel), Alain Tchana (Grenoble-
INP), and Gaël Thomas (Télécom SudParis). It was published in the 24th ACM/IFIP International
Middleware Conference 2023 [222] and constitutes Chapter 4 of this thesis.

Securing IoT Peripherals. We delve into the realm of IoT, where we provide a generic blueprint for
partitioning peripheral drivers for Arm TrustZone. We apply this approach to shield audio peripherals
in an IoT setup.
This work was done in collaboration with Jämes Ménétrey (University of Neuchâtel), and supervised
by Pascal Felber, Marcelo Pasin, and Valerio Schiavoni (University of Neuchâtel). It was published
in the 39th ACM Symposium on Applied Computing 2024 [224], and constitutes Chapter 5 of this
thesis.

Efficient fault tolerance guarantees for enclaves using PM. To address the performance issues
in TEEs, we propose a novel technique which leverages persistent memory to provide efficient fault
tolerance guarantees for TEE based applications. Our contribution comprises a mirroring mechanism
which involves creating encrypted mirror copies of enclave data structures on PM, and synchronising
the enclave and PM copies throughout the program’s lifetime. We demonstrate the feasibility and
efficiency of this approach by applying it to machine learning model training.
This work was supervised by Pascal Felber, Valerio Schiavoni (University of Neuchâtel) and Alain
Tchana (ENS Lyon). It was published in the 51st Annual IEEE/IFIP International Conference on
Dependable Systems and Networks (DSN) 2021 [223], and constitutes Chapter 6 of this thesis.
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Configless Intel SGX switchless calls. Still within the context of TEE performance improvement,
we design and implement ZC-SWITCHLESS, a configless approach for Intel SGX switchless calls. ZC-
SWITCHLESS identifies drawbacks in Intel’s static configuration policy for switchless calls and pro-
vides a more dynamic approach that minimises waste of CPU resources and obviates the performance
penalty due to poor static configurations. The results of this work were obtained in collaboration with
Michael Paper (ENS de Lyon) and Timothée Zerbib (Institut Polytechnique de Paris). It was super-
vised by Pascal Felber, Valerio Schiavoni (University of Neuchâtel) and Alain Tchana (Grenoble-INP).
ZC-SWITCHLESS was published in the 53rd Annual IEEE/IFIP International Conference on Dependable
Systems and Networks (DSN) 2023 [221], and constitutes Chapter 7 of this thesis.

Two additional articles [183, 116] were published during the course of this thesis. The subjects
addressed in these publications are outside of the scope of the material covered here and thus do
not form part of this manuscript. The complete bibliographic reference of each of the publications is
listed starting from page 123.

1.3 S O F T WA R E A RT I FA C T S

The tools outlined in the contributions above have been openly released to the scientific commu-
nity.

• Chapter 3: https://github.com/Yuhala/montsalvat.git
• Chapter 4: https://gitlab.com/Yuhala/generic-tools.git
• Chapter 6: https://github.com/Yuhala/plinius.git and

https://github.com/Yuhala/sgx-romulus.git
• Chapter 7: https://gitlab.com/Yuhala/zc-switchless.git

1.4 T H E S I S O U T L I N E

This manuscript is organised as follows:

Chapter 2 provides background information on the key technologies leveraged in this thesis: TEEs,
GraalVM, and PM. We then organise the manuscript into two parts:

Part I focuses on designing and implementing code partitioning tools for TEEs. We first introduce
MONTSALVAT in Chapter 3, for partitioning programs written in a high-level programming language
like Java for Intel SGX. In Chapter 4, we then introduce SECV, our multi-language approach for
partitioning programs for Intel SGX. We round up Part I in Chapter 5, where we present FORTRESS, a
robust system to shield IoT peripherals with Arm TrustZone.

Part II shifts the focus to TEE performance improvement. In Chapter 6, we present a novel approach
to provide efficient fault-tolerance guarantees in enclave programs by leveraging PM. Subsequently
in Chapter 7, we propose optimisations to Intel’s switchless calls, an approach which mitigates ex-
pensive enclave context switches. Chapter 8 concludes this thesis and offers insights into what lies
ahead.

https://github.com/Yuhala/montsalvat.git
https://gitlab.com/Yuhala/generic-tools.git
https://github.com/Yuhala/plinius.git
https://github.com/Yuhala/sgx-romulus.git
https://gitlab.com/Yuhala/zc-switchless.git
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Background

In this chapter we present key concepts and frameworks that underpin this work. These include:
trusted execution environments, GraalVM, and persistent memory (PM).

The chapter is organised as follows:

2.1 Trusted execution environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.1 Intel Software Guard Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.2 Intel SGX software development kit (SDK) . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.3 Arm TrustZone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2 GraalVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.1 Truffle framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.2 Native images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.3 Adding TEE capabilities for high level programming languages . . . . . . . . . . 18

2.3 Non-volatile memory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.1 Leveraging PM in TEE based applications . . . . . . . . . . . . . . . . . . . . . . . 19
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Figure 2.1: Trusted computing base with and without TEEs.

2.1 T R U S T E D E X E C U T I O N E N V I R O N M E N T S

Contemporary computer programs deal with various forms of sensitive data, e.g., encryption keys,
passwords, health or financial data, etc. This data could exist in three states: at rest, e.g., on a hard
drive (locally or in the cloud), in transit, e.g., a password being transferred across the network from
a web browser to a server, or in use,1 e.g., an encryption key being used to decrypt sensitive data in a
process. Up until the past decade, the primary emphasis of security was on safeguarding data at rest
or in transit. However, with the rise of cloud computing, concerns regarding the security of data in
use have come to the forefront [124].

In the past, cloud clients had to fully trust the cloud service provider’s compute infrastructure, i.e., the
OS, hypervisor, and hardware when performing computations involving sensitive data. This model
posed significant security risks. Moreover, a malicious OS or hypervisor, which was beyond the control
of the end user, could potentially compromise the application. Over the years, a variety of techniques
have been developed to mitigate these security concerns. One of such techniques is fully homomorphic
encryption [41, 63, 201], which enables computations directly on encrypted data, but incurs substan-
tial performance penalties. Alternatively, trusted platform modules (TPMs) [87] enable the verification
of the host platform’s integrity at system initialisation, but can’t protect applications against attacks at
runtime. To tackle this challenge, popular hardware vendors like Intel, Arm, and AMD introduced the
concept of a trusted execution environment (TEE) [18], a more efficient approach to ensure security
guarantees for data in use.

A trusted execution environment (TEE) is an isolated processing environment provided by a proces-
sor to ensure the confidentiality, integrity, and freshness of a process’s code and data. Confidentility
ensures that unauthorised or malicious individuals, entities, or processes cannot access code or data
secured by the TEE. Integrity ensures that the secured code or data cannot be modified in an unautho-
rised or undetected manner. Freshness ensures the most up-to-date version of the information being
secured is always read.

Several TEE implementations exist: Intel Software Guard Extensions (SGX) [34, 31], Intel Trust Domain
Extensions (TDX) [22], Arm TrustZone [159], AMD Secure Encrypted Virtualisation (SEV) [37], and
RISC-V Keystone [94]. These TEE implementations are tailored for specific use cases and address
distinct threat models. Figure 2.1 depicts the trust model for a legacy computing stack versus that
with modern TEE implementations. In a legacy stack, i.e., without TEEs, the entire computing stack
including the hardware, hypervisor, and OS need to be trusted. In contrast, TEE implementations like
AMD SEV and Intel TDX isolate an entire virtual machine (VM), while excluding the hypervisor and
a significant portion of the hardware from the TCB. Similarly, Arm TrustZone excludes the hypervisor
and a large part of the hardware from the trust boundary, but provides the possibility of including

1 Data in memory and CPU registers.
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a small trusted OS in the TCB. A recent Arm-based TEE technology for protecting virtual machines,
the confidential compute architecture (CCA) [99] has been introduced into Armv9 architecture that
further shrinks the trust boundary when compared to TrustZone. Finally, Intel SGX provides the
smallest TCB, including only the processor and a small portion of the application, the enclave.

In this thesis, our primary focus is on Intel SGX and Arm TrustZone. The former is the most widely
used TEE implementation in cloud environments [119, 26, 83], while the latter is the dominant
technology in ARM-based user-end devices [159].

Table 2.1: Intel SGX instructions.

Instruction Description

Supervisor mode

ECREATE Creates an enclave by converting a free EPC page to a SECS
EADD Adds a page to an enclave
EREMOVE Removes a page from the EPC
EEXTEND Generates a cryptographic hash of enclave content in 256B chunks
EINIT Initialises an enclave
EBLOCK Blocks all accesses to a page being prepared for eviction
ELDB Loads an evicted page into the EPC as blocked
ELDU Loads an evicted page into the EPC as unblocked
ETRACK Tracks logical processors that have flushed TLBs
EWB Invalidates an EPC page and copies it to main memory
EPA Creates a version array to store a nonce generated by EWB
EDBGRD Reads any page in a debug enclave
EDBGWR Writes data to a debug enclave

User mode

EENTER Enters an enclave
EEXIT Exits an enclave
ERESUME Resumes enclave execution after an asynchronous exit (AEX)
EGETKEY Derives CPU-unique cryptographic keys
EREPORT Creates a cryptographic report used for attestation

2.1.1 Intel Software Guard Extensions

Intel SGX is an extension to the Intel instruction set architecture [174] first introduced in the Sky-
lake generation of Intel x86 CPUs. It permits user space applications to create trusted execution
environments called enclaves. SGX enclaves are secure isolated regions in the application’s virtual
address space (VAS) which leverage hardware-based mechanisms to provide confidentiality and in-
tegrity guarantees to application code and data [112]. The list of CPU instructions that constitutes
SGX is summarised in Table 2.1.

Enclave memory. SGX enclave code and data reside in a secure memory region called the enclave
page cache (EPC). The EPC is part of processor reserved memory (PRM), a contiguous portion of
dynamic random-access memory (DRAM) which is inaccessible to non-enclave software, including
system software. EPC memory is split into 4KB pages which can be assigned to different enclaves.
The CPU tracks the metadata of each EPC page in a micro-architectural structure called the enclave
page cache map (EPCM). The latter is a look-up table within the CPU package which holds one
entry per EPC page. Each EPCM entry stores page access permissions (i.e., read, write, execute), an
identifier for the owner enclave, and the mapped virtual address [61, 34] for the corresponding EPC
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Figure 2.2: Intel SGX memory architecture.

page. The EPCM structure is used by the memory management unit (MMU) for access control checks
during address translation for enclave virtual addresses.

SGX stores metadata for each enclave in a data structure called the SGX enclave control structure
(SECS). SGX instructions use the virtual address of the SECS as an identifier for the corresponding
enclave. Each SECS is stored in a dedicated EPC page.

Furthermore, SGX stores metadata for each enclave thread in a thread control structure (TCS). The
TCS contains information about the thread’s state, such as register values and the entry point for
trusted code to be executed by a logical processor. This information is used each time a logical
processor performs a context switch to and from enclave mode. Similar to the SECS, each TCS
consumes a single EPC page [34, 112].

Enclave memory confidentiality and integrity. In the Intel SGX adversary model, system memory
as well as the memory bus is susceptible to snooping and malicious tampering. An extension of
the memory controller (MC) called the memory encryption engine (MEE) ensures the confidentiality,
integrity, and replay attack protection for EPC pages in DRAM [62]. As illustrated in Figure 2.2, all
CPU read/write requests corresponding to addresses in the PRM are routed by the MC to the MEE
which either transparently encrypts the data from the CPU cache line before it is written to DRAM,
or decrypts data from the EPC when it is loaded into a CPU cache line. The associated cryptographic
key used for these operations is generated by a hardware random number generator during system
boot, and is accessible only to the MEE.

To ensure data integrity and freshness, the MEE computes a message authentication code (MAC) tag
over each data block (i.e., a 64B CPU cache line) and an associated nonce, a non-repeating number
used only once for each cryptographic operation on a data unit. The MAC tag is attached to the
ecrypted data block being written to DRAM, while the nonce is stored in an integrity tree. The latter
is implemented as a Merkle Tree [62, 34] where each node contains a MAC tag used to verify its
children, and leaf nodes contain MAC tags used to verify the integrity of actual cachelines written to
EPC memory. The nodes of the integrity tree are stored in PRM (outside the EPC), except for the root
node, which is stored in CPU-internal static random-access memory (SRAM) which is inaccessible to
software, thereby making the tree tamper resistant. Figure 2.3 provides a visual representation of a
four-ary MEE integrity tree.

When data is being loaded from the EPC into a CPU cache line, the MEE uses the MAC tags and
nonces to perform integrity (and freshness) checks to ensure the data has not been tampered with (or
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replayed). Any mismatch during these verifications will cause the MEE to emit a failure signal which
immediately locks the MC, thereby requiring a system reboot, after which new keys are generated
for the MEE’s operation [62]. Data integrity verifications by the MEE are the primary reason for
the performance degradation observed when reading/writing EPC pages, as well as the limited EPC
budget (up to 256MB) on most SGX systems. However, recent third-generation Intel Xeon scalable
processors support up to 512GB of EPC memory per CPU. This increase in capacity, though, involves
a compromise: the omission of memory integrity and replay protection [80].

EPC paging. Intel CPUs from the SkyLake to Gemini Lake (exclusive) generation support a maximum
of 128 MB of EPC memory, of which only 93.5 MB is usable by SGX enclaves. This severely limits the
total amount of code and data that can be accomodated by all enclaves on a system. To mitigate
this problem, the Linux SGX kernel driver provides a paging mechanism that permits the swapping
of pages between the EPC and regular DRAM. This enables enclave applications to use more memory
than provided by the EPC, but at a significant cost [182, 14].

For SGX-enabled CPU generations prior to Gemini Lake, an enclave’s set of committed memory pages
together with their access permissions (i.e., read, write, execute) is fixed at enclave load time. As
such, the size of the enclave’s stack or heap cannot be changed at runtime. On more recent Gemini
Lake based Intel processors, e.g., Intel Celeron J4005 Processor,2 new CPU instructions have been
added to the original SGX instruction set that introduce the possibility to add more pages to enclave
memory dynamically, and are together referred to as SGX2, or enclave dynamic memory manage-
ment (EDMM). SGX2 instructions introduce the possibility to perform several memory management
operations in enclaves such as: on-demand heap/stack growth, page permission modifications, dy-
namic module/library loading, on-demand creation of code pages for just-in-time (JIT) compilation,
etc. [111, 214]. We refer to the original SGX instruction set as SGX1. Unless stated otherwise, all
Intel SGX-related work in this thesis has been done with SGX1-based systems.

Enclave execution flow. An SGX enclave program is subdivided into two parts: trusted part and
untrusted part. The trusted part represents the enclave code itself, and contains all the code that op-
erates on sensitive data. The untrusted part on the other hand contains all code that does not operate
on sensitive data at runtime. It is built as a regular executable file, while the trusted part is built as
a shared object (.so) on Linux systems, or dynamic-link library (.dll) on Windows systems.

Figure 2.4 describes the execution flow of an Intel SGX program. Firstly, the untrusted component
of the program is run, with its main function as the entry point. The ECREATE instruction is then used

2 Intel Celeron J4005 Processor

https://www.intel.com/content/www/us/en/products/sku/128992/intel-celeron-j4005-processor-4m-cache-up-to-2-70-ghz/specifications.html
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to create an enclave in the host process’s VAS. ECREATE essentially turns a free EPC page into a SECS
which contains attributes such as the base address and size of the enclave. Once the SECS is created,
the system software uses the EADD instruction to add 4KB pages containing code or data into the
enclave, and creates TCS pages for enclave threads. As these pages are being loaded into the enclave,
the EEXTEND instruction is used to generate a cryptographic hash of the content of enclave pages in
256B chunks. Once the initial code and data is loaded, system software leverages a special SGX
architectural enclave called the launch enclave (LE) to obtain an initialisation token that is provided
to the EINIT instruction, which completes the initialisation step of the enclave once executed.

Upon enclave initialisation, its code can be executed by the corresponding host process by issuing the
EENTER instruction. The latter takes a TCS address as parameter, saves the address of the following
instruction (in the host process) in the RBX register, and switches the logical processor into enclave
mode. It then performs a controlled jump into the enclave code’s trusted function via a predefined
entry point (i.e., call gate).

Once execution of the trusted function terminates (i.e., returns), the EEXIT instruction is triggered.
EEXIT triggers a TLB flush, marks the corresponding TCS as free, and transfers control back to the
host process at the saved RBX address.

If a hardware exception, e.g., a fault or interrupt, occurs while a logical processor is in enclave mode,
the processor performs an AEX. The latter saves information about the enclave’s state (e.g., stack
pointer) in a data structure called a state save area (SSA), invokes the exception handler, and even-
tually resumes enclave execution via the ERESUME instruction.

Enclave signing and attestation. The security of Intel SGX based applications hinges on a manda-
tory enclave signing step. This process provides a unique signature that identifies all software within
the enclave, as well as the signing authority, e.g., the enclave developer. Once an enclave program is
compiled, a secure hash digest of its initial code and data, called the enclave measurement (a 256-bit
hash) is created. This value is stored in the signed enclave file within a signature structure: SIGSTRUCT.
Before the enclave is loaded into EPC memory at runtime, the CPU recalculates the enclave’s mea-
surement and stores the value in a special register: MRENCLAVE. The CPU then compares this value to
that in the SIGSTRUCT obtained at build time [56, 34]. These values need to match for the enclave to
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Figure 2.5: Intel SGX local and remote attestation.

load successfully, otherwise the load is aborted.

The SIGSTRUCT data structure also contains an identifier for the enclave signing entity, which is essen-
tially a hash of the enclave author’s public key. After an enclave is successfully loaded in the EPC and
initialised, the CPU stores the value of the signing entity’s hash identifier in another special register:
MRSIGNER. This value is used during enclave attestation.

Similar to enclave signing, enclave attestation is a crucial component in the deployment of Intel SGX
based programs, and permits cryptographic verification of the integrity and authenticity of an SGX
enclave. Intel SGX provides two attestation techniques:

Local attestation. This is a mechanism used by an enclave (i.e., source enclave) to prove its iden-
tity (and authenticity) to another enclave (i.e., target enclave) hosted by the same SGX-enable CPU.
SGX provides an instruction: EREPORT, which is used by the source enclave to generate a crypto-
graphic structure known as an attestation report (i.e., REPORT [34]). The report contains the values
of MRENCLAVE and MRSIGNER, CPU information, e.g., software version number (SVN), and independent
software vendor (ISV) information. All this information is signed to produce a MAC tag that is at-
tached to the attestation report. The report is then sent to the target enclave which verifies its au-
thenticity by leveraging another SGX instruction: EGETKEY. The latter obtains the cryptographic key
used to generate the attached MAC tag, which permits to verify the authenticity of the source en-
clave [34].

Remote attestation. This is a mechanism that allows a remote party (i.e., a cloud client or "chal-
lenger") to ensure that their deployed software has not been tampered with, and is running within an
enclave on a system with an acceptable security level, i.e., CPU microcode version. The SGX remote
attestation mechanism leverages a privileged system enclave called the quoting enclave to verify a
given enclave, i.e., source enclave. This enclave performs a local attestation with the quoting enclave,
which then verifies the local attestation report provided by the source enclave, and cryptographi-
cally signs this report with a CPU-unique attestation key to produce an attestation called a quote.
This quote is sent to an Intel attestation service [81, 89] which verifies that it was indeed produced
on an SGX-enabled system. Intel SGX local and remote attestation mechanisms are summarised in
Figure 2.5.
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2.1.2 Intel SGX software development kit (SDK)

Intel provides an SDK [30] comprising various tools and libraries to facilitate the development and
deployment of Intel SGX applications.

Enclave development framework. The SGX SDK provides a C/C++ based enclave development
framework that provides a generic SGX application structure which allows developers to manually
partition their code into trusted and untrusted parts, to be run in and out of the enclave respectively.
To enable communication across both partitions, the SDK provides a set of programming interfaces:
ecall and ocall routines. An ecall (enclave call) is a specialised function invoked from the untrusted
partition of an SGX application to enter an enclave. An ecall performs an EENTER operation (see
Figure 2.4) which essentially performs a controlled jump into a trusted enclave function (e.g., to
process a secret). An ocall (out call) on the other hand is a specialised function invoked from within
the enclave to execute an external function that resides in the untrusted partition. An ocall performs
an EEXIT operation. Ocalls are commonly used by the enclave to access system calls or perform input
output (IO) operations which cannot be done in enclave mode.

The ecall/ocall interface is defined via an enclave definition language (EDL) in specialised .edl
files. The SGX SDK provides a tool called Edger8r [30] (pronounced "edgerator") which automatically
generates edge routines using the EDL specification. As illustrated in Figure 2.6, edge routines are
functions that run outside the enclave (untrusted edge routines) or inside the enclave (trusted edge
routines) and serve to bind a call from the application with a function inside the enclave or a call
from the enclave with a function in the application. Edge routines are equally used to properly
sanitise and marshal input parameters passed between the application and the enclave via ecall or
ocall routines. For example, an EDL syntax like: public void ecall_set_key([in, size=4]void*
ptr) declares an ecall with a data pointer as parameter. The [in, size=4] attribute directs the
corresponding edge routine to allocate a 4-byte memory buffer inside the enclave and copy 4 bytes of
data from the untrusted part of the application into the allocated buffer inside the enclave once the
ecall is invoked. This ensures enclave memory is not unintentionally (or maliciously) overwritten
when data is copied into the enclave during the ecall.

Trusted and untrusted runtime systems. The Intel SGX SDK provides a support framework com-
prising the trusted runtime system (tRTS) and the untrusted runtime system (uRTS), to facilitate the
interaction between the enclave and the untrusted application. More specifically, the tRTS provides
tools to manage the enclave itself, perform ocalls, and receive ecalls. Similarly the uRTS performs
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Figure 2.7: TrustZone security architecture on ARM Cortex-A.

functions such as loading the enclave, performing ecalls, and receiving ocalls.

Trusted C standard library. Due to security considerations, some functions in the C standard library
(libc) may have limited or restricted functionality, e.g., perform system calls. As a result, the SGX SDK’s
tRTS comprises a modified version of libc that is specifically designed for use within SGX enclaves.
This trusted libc (tlibc) provides a subset of libc functions that are considered safe to use within an
enclave and essential for enclave development.

Enclave building and debugging tools. SGX enclave software can be compiled with a regular C/C++
compiler. The trusted part of an SGX application is built as a shared object (on Linux platforms), or
a dynamic link library (on Windows platforms). The SGX SDK provides a signing tool which is used
by the enclave author to sign the enclave using the author’s public key. The enclave’s signature is
verified once the enclave is loaded, as well as during remote attestation as described before. The SGX
SDK equally provides a tool for debugging enclave code during the development stage, as well as
SGX simulation libraries which can be used for testing enclave code functionality without requiring
physical SGX hardware support.

2.1.3 Arm TrustZone

TEE technologies like Intel SGX, AMD SEV, and Intel TDX are tailored for server-end systems. In
contrast, for edge-based systems like mobile devices and microcontrollers, Arm TrustZone (TZ) [159]
is the predominant TEE technology.

TrustZone consists of hardware security extensions in ARM-based processors which divide the proces-
sor into two protection domains: secure world wherein sensitive operations can be performed, and
normal world for performing non-sensitive operations, as illustrated in Figure 2.7. At any point in
time, the processor operates exclusively in one of these worlds. A special bit known as the non-secure
(NS) bit stored in the secure configuration register (SCR) determines the current protection domain
of the processor, and is used for memory access control checks across both worlds. The processor
can equally transition between worlds; TrustZone introduces a new component known as the secure
monitor (operating in monitor mode) which acts as a bridge between both worlds and is responsi-
ble for storing processor state during transitions. A new privileged instruction, i.e., secure monitor
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call (SMC), allows software in both worlds to switch to the opposite world via monitor mode. Regard-
ing interrupts, IRQ (normal interrupt request) and FIQ (fast interrupt request) in the secure world
can also trigger a transition to monitor mode without an SMC. The ARMv8 architecture provides four
privilege levels, i.e., exception levels (EL) [102] at which code can run: EL0 for user space code, EL1
kernel space code, e.g., the OS, EL2 for the hypervisor, and EL3 for secure monitor mode3.

The memory infrastructure in TrustZone-enabled systems (Cortex-A) introduces a hardware compo-
nent called the TrustZone address space controller (TZASC), which the Arm Trusted Firmware (TF-
A) [103] uses to configure specific DRAM areas as secure regions. These configurations can be done
such that secure world applications can access all memory regions while normal world applications
are confined to non-secure memory. A similar memory partitioning functionality is performed by
a component called TrustZone memory adapter (TZMA) but targets SRAM rather than DRAM. Both
TZASC and TZMA may or may not exist on a specific system-on-chip (SoC) implementation. For
example, the Raspberry Pi 3 plaftform supports some Arm TrustZone features but lacks TZASC and
TZMA [181], and hence it lacks the capability of securing memory with TrustZone.

The security properties of TrustZone are particularly valuable in IoT systems where large amounts
of security- and privacy-sensitive data are generated. More specifically, the memory partitioning
functionality provided by TZASC can be employed to restrict peripheral memory in the secure world,
thereby shielding sensitive data from unauthorised access.

2.2 G R A A LV M

In the past, developers often faced limitations when it came to building and deploying programs, as
they were constrained to using runtime environments specific to a particular programming language.
For example the Java virtual machine (JVM) was primarily designed for efficient execution of Java
programs, making it difficult to seamlessly integrate programs or software libraries written in other
languages like Python, C, or C++ into the same JVM environment. This language-specific devel-
opment approach also poses a challenge in creating generic tools, such as debuggers and program
analysis tools, that could work across diverse runtime environments.

GraalVM is a novel tool that aims to remove the isolation between programming languages and enable
interoperability in a shared runtime. It is a high-performance virtual machine (VM) developed by Or-
acle Labs, capable of running programs written in a wide range of programming languages. GraalVM
provides a polyglot architecture that allows to transparently mix and match supported languages. For
example, using GraalVM, one can easily invoke a JavaScript API from within a Java application and
vice versa. This feature can be very useful when dealing with large-scale applications where different
languages are better suited to different parts of the application, or when integrating legacy code into
a new project.

At the heart of GraalVM is the Graal compiler, a dynamic just-in-time (JIT) compiler, written in Java,
and capable of transforming bytecode into highly optimised machine code. Graal leverages techniques
like partial evaluation, code inlining, and speculative optimisations to generate efficient machine
code [199]. The Java Standard Edition (SE) version 9 platform introduced the Java virtual machine
compiler interface (JVMCI) which allows custom compilers like Graal to be implemented as plugins
into the regular Java HotSpot VM [91]. This allows the Graal compiler to be used by the HotSpot
JVM as a replacement for the standard HotSpot JIT compilers. Figure 2.8 provides a summary of the
key components that comprise the GraalVM architecture.

3 A prefix of "S" is usually added to the exception level for more precision when the code is being executed in the secure
world. For example S-EL0/S-EL1 explicitly indicate that the user space/kernel space code is executing in the secure world.
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2.2.1 Truffle framework

When considering the multi-language capabilities of GraalVM, a common question that emerges is
what methodology it employs. At the foundation of GraalVM’s multi-language capabilities is the Truf-
fle language implementation framework, i.e., TRUFFLE. The latter is an open source Java library for
building tools and programming language implementations as interpreters for abstract syntax trees.
An abstract syntax tree (AST) is a tree-like representation of the syntax of a program, where each
tree node corresponds to a syntactic element of the programming language, such as a function call,
a loop, a conditional statement, a variable assignment, etc. Truffle framework provides common AST
nodes which form the building blocks of all languages supported by GraalVM’s runtime. These lan-
guages are referred to as TRUFFLE languages, and examples include Java, JavaScript, Python, Ruby,
R, as well as LLVM based languages like C and C++. Thus, programs written in all TRUFFLE lan-
guages are transformed into a common AST representation called a Truffle AST, which is processed
and interpreted/compiled into efficient machine code in a language-agnostic manner by the Graal
compiler. Truffle framework also provides an API to instrument nodes in a Truffle AST at runtime.
The common AST representation together with this instrumentation API can be leveraged to build
language-agnostic tools like debuggers [137], profilers [137], or programming analysis tools [92], as
we will see subsequently.

2.2.2 Native images

GraalVM provides a tool called native-image which allows to ahead-of-time (AOT) compile Java pro-
grams into standalone executables called native images. GRAALVM native-image uses a static analysis
approach called points-to analysis [211] to find the reachable program elements, i.e., classes, methods,
and fields, and AOT compiles only these reachable elements into the final native image. In addition,
GRAALVM native-image makes it possible to run class initialisation code at build time (i.e., native
image build time), instead of at runtime, and makes available all pre-initialised application objects
to the final native image at runtime. The overall result of this approach is reduced runtime memory
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footprints and startup times for native images, relative to regular Java applications running in the
JVM.

GRAALVM native-image makes a closed-world assumption, i.e., it considers that all application classes
that can be executed at run time are known and available at build time. To support dynamic features
such as reflection, the user provides a list of the classes, fields, and methods that can be accessed
dynamically. Each element of this list is then always included in the native image, in addition to
all classes, fields and methods transitively reachable from these elements. This list can be provided
through CLI options, programmatically, or a JSON file. GRAALVM native-image provides a tracing
agent [152] which assists developers in generating such a JSON file.

GraalVM native images do not run on a regular JVM (e.g., HotSpot): runtime components that are
needed to run JVM-based applications, such as a garbage collector (GC), support for thread schedul-
ing and synchronisation, as well as stack walking and exception handling are directly included inside
the created native images. These minimal runtime components are collectively referred to as Sub-
strate VM [134]. From a security point of view, including only reachable components in the binary
can be beneficial when the intended runtime is a TEE. This makes native images suitable for an
enclave runtime, as will be discussed in the subsequent chapter.

2.2.3 Adding TEE capabilities for high level programming languages

As mentioned earlier in this chapter, a major challenge with TEE related development is the low
level nature of development tools (i.e., based on C/C++). However, we can leverage the flexibility
offered by GraalVM to break this language barrier preventing TEE adoption for a wider range of
programming languages. For example, the AOT capability of GraalVM can be leveraged to secure
a Java based program inside an Intel SGX enclave (see Chapter 3), while TRUFFLE can be used to
develop multi-language tools to analyse and partition programs to be run inside an enclave (see
Chapter 4).

2.3 N O N -VO L AT I L E M E M O RY

While traditional DRAM provides fast (latencies of ≈ 80− 100ns[169]) and fine-granular access to
memory for applications, it is volatile; meaning all data on it is lost upon a power interruption. On the
contrary, secondary storage, e.g., solid state drive (SSD) or hard disk drive (HDD) provides persistence
(i.e., retains data even without power) and offers higher storage capacity at a relatively lower cost
compared to DRAM. However, this comes at the cost of slower access speeds, e.g., ≈ 10− 100us
in NAND SSD[169]. Over the years, research endeavors have been dedicated to finding innovative
solutions that can combine the performance benefits of volatile memory with the data persistence of
secondary storage.

Non-volatile memory (NVM) is a novel memory technology that is non-volatile and byte-addressable.
Non-volatile means data written can survive a power failure or system crash, and byte-addressable
means data can be accessed at byte-granularity. To better appreciate byte-addressability, consider an
application that modifies 64B of data which must be saved to block storage, e.g., a SSD. Because
storage based accesses only happen using block I/O (input/output), usually 4KB block sizes, writing
the 64B of data to storage requires writing the entire 4KB containing-block to storage. Similarly,
reading 64B of data from storage will require reading the entire 4KB block containing the 64B of
data. This is not efficient from a performance perspective. The byte-addressability of NVM makes
it possible to write/read exactly 64B of data to/from NVM, instead of the entire 4KB block. NVM
is also commonly referred to as persistent memory (PM). Going forward, we will use both terms
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interchangeably.

As byte-addressable memory, PM can be accessed directly using CPU load and store instructions,
just like DRAM. As such, applications can write/read data to/from PM without relying on expensive
system calls, e.g., read, write, etc.

PM sits between DRAM and SSD in terms of performance and cost parameters [227]. Although its
write latency is greater than that of DRAM, the cost per bit is lower. From a storage standpoint, PM
is faster but comes with a higher price tag compared to SSD.

Several PM technologies exist: 3D XPoint [218], phase change memory (PCM), resistive RAM (ReRAM),
and spin-torque transfer RAM (STT-RAM). The most popular commercially available PM implemen-
tation is Intel Optane DC Persistent Memory [73] (based on 3D XPoint), released in April 2019.

2.3.1 Leveraging PM in TEE based applications

A major source of overhead in TEEs like Intel SGX is enclave context switches to perform system calls,
for example to read data from, or write data to secondary storage. Leveraging the byte-addressability
of PM removes the need for expensive context switches to access storage in an Intel SGX application.
This idea is leveraged in Chapter 6 to improve the performance of enclave-based applications.
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Partitioning Java Applications for Enclaves

This chapter presents MONTSALVAT, a tool to automatically partition Java programs for SGX enclaves.
MONTSALVAT leverages Java annotations to specify security sensitive classes, and bytecode transfor-
mations to partition the program. The partitioned components are AOT compiled into binaries using
GraalVM, and used to build the final Intel SGX enclave program. The evaluation of MONTSALVAT

demonstrates its usefulness with real-world programs.
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3.1 I N T R O D U C T I O N

The Java programming language is widely used in cloud infrastructures, with popular cloud frame-
works such as Apache Hadoop [44], Apache ZooKeeper [46], Apache Spark [45], and more based
on Java. As several cloud-based data processing applications increasingly rely on these frameworks,
ensuring the security and privacy of the applications represents an important challenge. While the
introduction of TEEs like Intel SGX has the potential to mitigate these security concerns, the limited
availability (or lack thereof) of Java based TEE development tools poses a significant roadblock for
developers.

As previously detailed in Chapter 1 (§1.1), the conventional approach to address this problem involves
running entire Java applications, including the JVM, inside the enclave by relying on a library OS
like Gramine [194], SGX-LKL [160], Haven [11], or tools such as SCONE [7]. This approach offers
good compatibility for legacy applications and demands minimal developer intervention, but it has
the inherent drawback of significantly increasing the TCB [177]. This violates the principle of least
privilege [167] and increases the likelihood of enclave vulnerabilities. Ideally, the application should
be partitioned into trusted and untrusted components which run in and out of the enclave respectively.
This can be done either manually or automatically.

On the one hand, contemporary manual partitioning tools [30, 130, 54, 85] are primarily tailored
for lower-level programming languages like C and C++. On the other hand, even when such manual
partitioning tools are available, dealing with a managed language like Java is very challenging for
the following reasons:

1. Code running outside of an enclave (in the untrusted runtime) may allocate objects inside the
enclave (the trusted runtime), and code running inside the enclave may allocate objects outside
of the enclave. Since both runtimes operate on separate memory heaps, there is a need for an
efficient mechanism to ensure object communication across the two runtimes.

2. Since there may be references between the untrusted runtime and the enclave, the garbage collec-
tor has to be extended to ensure consistency, i.e., objects in one runtime should not be destroyed
if objects in the opposite runtime still reference them.

These challenges, coupled with the extensive reachability of Java classes and the complexities of
the JVM, highlight the necessity for automatic or semi-automatic tools for partitioning Java code for
enclaves. While a few tools [197, 79] have been proposed to tackle code partitioning in Java, they
still suffer from large TCBs or do not adequately address the aforementioned challenges.

In this work, we introduce MONTSALVAT, a tool designed to automatically partition Java applications
for Intel SGX enclaves.

MONTSALVAT leverages Java code annotations and bytecode transformations to split Java applications
into trusted and untrusted components, and applies distributed techniques like remote method invo-
cation [58] to enable efficient communication between trusted and untrusted objects. MONTSALVAT

leverages GraalVM’s native-image tool to ahead-of-time (AOT) compile applications into native im-
ages [42, 138, 211], which do not require a full-blown JVM at runtime.

GRAALVM native-image excludes unused classes, methods, and fields from the application binary,
thus reducing the application’s attack surface. To ensure consistent garbage collection across the
trusted and untrusted runtimes, MONTSALVAT employs garbage collection helper threads. These threads
periodically check for application objects that have been garbage-collected or are eligible for collection
in one runtime, and trigger the necessary enclave transitions to inform the garbage collector in the
opposite runtime. Our evaluation of MONTSALVAT with micro-benchmarks, and Java frameworks like
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PalDB [105] and GraphChi [93] shows real-world Java applications can be successfully partitioned
without compromosing performance.

3.2 B A C K G R O U N D

3.2.1 GraalVM Native Image

As previously covered in Chapter 2 (§2.2.2), GraalVM Native Image (or GRAALVM native-image) is
a tool, built on top of the GRAALVM compiler [13], to compile ahead-of-time applications into stan-
dalone executables, which are named native images. It supports JVM-based languages, e.g., Java,
Scala, Clojure and Kotlin. Native images leverage static analysis to include only reachable applica-
tion classes, methods, and fields in the final binary. GRAALVM native-image enables applications to
execute initialisation code (e.g., reading and parsing a configuration file) at build time, effectively
reducing the application startup as less logic is executed at runtime. To transfer the result of the
initialisation (Java objects) from build to runtime, GRAALVM native-image takes a snapshot of the
heap (called the image heap) at the end of the build, and stores it into the generated executable. The
image heap is memory mapped inside the application heap at startup, allowing the application to
start from the state initialised at build time.

GraalVM Isolates. GRAALVM native images do not run on a regular JVM (e.g., HotSpot): runtime
components that are needed to run JVM-based applications, such as a garbage collector, support for
thread scheduling and synchronisation, as well as stack walking and exception handling are directly
included inside the created native images. GRAALVM native-image provides the possibility of creating
multiple independent VM instances at runtime, which are called isolates. Each isolate operates on a
separate heap, allowing garbage collection to be performed independently. Thus, threads executing
in one isolate are not affected by garbage collection done in another isolate. GRAALVM native-image
also provides the @CEntryPoint annotation to specify entry point methods [141] that should be ex-
ported and callable from a C API, thus enhancing interoperability between lower-level languages.
MONTSALVAT creates a default isolate for each of the two components of the partitioned Java applica-
tion (trusted and untrusted), which provides the execution contexts for all entry point methods, e.g.,
main.

3.3 T H R E AT M O D E L

MONTSALVAT assumes enclave code and the CPU package are trusted, similar to related work with
SGX [7, 104, 197, 79, 170]. The source code annotation, image build via AOT compilation, and final
enclave signing are done in a trusted environment. This prevents malicious classes/bytecode from
being introduced into the enclave at runtime [121]. The integrity of the enclave can then be validated
at runtime via remote attestation [20, 34] mechanisms.

MONTSALVAT supports a powerful adversary with control over the full software stack, including the
OS, hypervisors, and access to the physical hardware, e.g., DRAM, secondary storage, etc. The adver-
sary’s goal is to gain access to confidential data (e.g., passwords, encryption keys, etc.) which may be
processed in trusted application classes, or to damage the integrity of confidential data.

MONTSALVAT is resilient to physical attacks like cold boot attacks [64] aimed at reading sensitive data
in DRAM, or bus probing [217] to read the memory channel between the CPU and DRAM; the SGX
security model [34] prevents these.

We assume the adversary cannot physically open and manipulate the SGX-enabled processor package
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Figure 3.1: Overview of MONTSALVAT’s workflow.

(as in [21]), and that the enclave code does not intentionally leak sensitive data. Denial-of-service
and side-channel attacks [16, 171], for which mitigations exist [128, 60], are considered out of
scope.

3.4 A R C H I T E C T U R E

The main goal of MONTSALVAT is to partition Java applications for SGX enclaves. The final parti-
tioned application comprises a trusted and an untrusted part, respectively running inside and outside
the enclave. Figure 3.1 depicts MONTSALVAT’s complete workflow, from the source code to the gen-
eration of the final SGX application. It comprises 4 main phases: (Ê) code annotation (see §3.4.1),
(Ë) bytecode transformation (see §3.4.2), (Ì) native image partitioning (see §3.4.3), and (Í) SGX
application creation (see §3.4.4).

To illustrate the inner workings of MONTSALVAT, we consider a synthetic Java application to be par-
titioned (see Listing 1). Three classes mutually interact via method calls: classes Account and
AccountRegistry perform sensitive operations, and thus need to be secured in the enclave. Con-
versely, class Person is untrusted and will not be included in the enclave.

3.4.1 Code annotation

When partitioning applications destined for enclaves, an important question to answer is how to
specify what should be secured or not. We propose a technique based on class annotations. Classes
serve as a fundamental building block for object-oriented applications, and it is very intuitive to rea-
son about security along class boundaries. Through annotations, developers can easily specify which
classes need to be secured and which ones do not.

MONTSALVAT supports two principal annotations: @Trusted and @Untrusted,1 which developers can
use to specify secure and insecure classes, respectively. In Listing 1, Account and AccountRegistry
classes are annotated as trusted, whereas class Person is untrusted.

A trusted class is always instantiated and manipulated inside the enclave, which has two main im-
plications. First, its member fields which are not instances of untrusted classes are allocated on the

1 Montsalvat annotations

https://github.com/Yuhala/montsalvat/blob/master/sdk/src/org.graalvm.nativeimage/src/org/graalvm/nativeimage/SecurityInfo.java
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1 @Trusted
2 public class Account {
3 private String owner;
4 private int balance;
5 public Account(String s, int b) {
6 this.owner = s;
7 this.balance = b;
8 }
9 public void updateBalance(int v) {

10 this.balance += v;
11 }
12 }
13

14 @Trusted
15 public class AccountRegistry {
16 // Trusted obj in trusted obj
17 private List<Account> reg =
18 new ArrayList<Account>();
19 public AccountRegistry() {}
20 public void addAccount(Account a) {
21 this.reg.add(a);
22 }
23 }
24

25 @Untrusted
26 public class Person {
27 private String name;
28 // Trusted obj in untrusted obj
29 private Account account;
30 public Person(String s, int v) {
31 this.name = s;
32 this.account = new Account(s, v);
33 }
34 public Account getAccount() {
35 return this.account;
36 }
37 public void transfer(Person p, int v) {
38 p.getAccount().updateBalance(v);
39 this.account.updateBalance(-v);
40 }
41 }
42

43 @Untrusted
44 public class Main {
45 public static void main(String[] args) {
46 Person p1 = new Person("Alice", 100);
47 Person p2 = new Person("Bob", 25);
48 p1.transfer(p2, 25);
49 AccountRegistry reg =
50 new AccountRegistry();
51 reg.addAccount(p1.getAccount());
52 }
53 }
54

Listing 1: Illustrative example with annotated classes using MONTSALVAT: trusted classes (lines 1-24), and
untrusted (lines 25-54).

enclave heap. Second, its methods are always executed inside the enclave.

Similarly, an untrusted class has its instance objects allocated only on the untrusted heap, along with
all its member fields which are not instances of trusted classes. All its methods are executed outside
the enclave.

MONTSALVAT maintains a single version of a trusted or an untrusted object in both worlds by leverag-
ing proxy objects (see §3.4.2). In our programming model, some classes can be neutral as they may
not be inherently trusted or untrusted. This is the case for utility classes like Array, Vector, String
or other similar application-specific classes added by the developer.

Such classes are not inherently security-sensitive and can be accessed in or out of the enclave without
the use of proxies. Contrary to trusted and untrusted classes, neutral class instances can have several
copies in both worlds and may evolve independently. The @Neutral annotation is optional, i.e.,
classes that are not annotated are by default neutral.

One may legitimately question the relevance of two annotations, thinking the Trusted annotation
is sufficiently expressive. Our argument for an @Untrusted annotation is twofold: (1) some classes
may perform many system-related operations that are not supported inside enclaves, and keeping
them in the enclave needlessly increases the TCB as they will perform many ocall transitions to the
outside; (2) classes which could introduce potential security vulnerabilities in the enclave should
preferably be kept out of the enclave. The @Untrusted annotation solves these problems, while also
allowing for easy distinction with neutral classes.

Assumptions. We assume all annotated classes are properly encapsulated, i.e., class fields are pri-
vate. On the one hand, this prevents complex and expensive data flow analysis to ensure sensitive
class fields do not leave the enclave. On the other hand, it guarantees that all class fields can only
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1 public class Person {
2 private int hash;
3 public Person(String s, int v) {
4 byte[] buf = serialise(s);
5 CCharPointer ptr = getPointer(buf);
6 this.hash = getHash(this);
7 ocall_relayPerson(this.hash, ptr, v);
8 }
9 public void Account getAccount() {

10 ocall_relayGetAccount();
11 }
12 public void transferPerson(Person p, int v) {
13 ocall_relayTransferPerson(p.getHash(), v);
14 }
15 }

Listing 2: Proxy for the untrusted class Person.

be accessed from outside classes via public getters and setters exposed by the class. As such, it is
easier to control access to these sensitive class fields by applying techniques such as transparent en-
cryption/decryption at the level of these public methods. Given that encapsulation is a fundamental
aspect of object orientation, we find this assumption to be reasonable.

3.4.2 Bytecode transformation

The artefacts of the partitioned application consist of two native images: a trusted and an untrusted
image. The trusted image does not have any untrusted functionality, and the untrusted image does
not have any trusted functionality. However, trusted objects (i.e., instances of trusted classes) may
call untrusted objects (i.e., instances of untrusted classes) and vice versa. Hence, we need to have
a bidirectional communication mechanism for code flow execution. For that purpose, we introduce
the notion of proxy classes: instances of untrusted classes have proxies in the trusted runtime, and
conversely instances of trusted classes have proxies in the untrusted runtime. These proxies serve as
gateways to access the functionalities (i.e., methods) of their real class in the opposite runtime.

The proxy classes expose the same methods as the original classes and replace the method implemen-
tations by a transition logic to access the original functionalities across enclave boundaries. This de-
sign makes cross-enclave object communication easier and helps maintain the object-oriented nature
of the program as a whole after it is partitioned. We rely on bytecode transformations to create these
proxy classes and inject code into existing classes to implement the enclave transitions. MONTSALVAT

uses Javassist [77], a popular bytecode transformation framework, to achieve this phase.

MONTSALVAT introduces matching proxy classes for all trusted and untrusted classes. The points-
to analysis of GRAALVM native-image automatically prunes/removes proxies for classes that are not
reachable, thus unnecessary proxy classes are removed. As GRAALVM does not include unreachable
proxy classes in the generated native images (see §3.4.3), we did not include that analysis in the
bytecode transformer. Listings 2, 3 and 4 illustrate the result of bytecode transformations for the
corresponding classes.

For the purposes of the trusted image, this process creates proxy classes for untrusted classes by strip-
ping the methods (i.e., removing the method bodies) of the untrusted classes. Listing 2 shows the
corresponding proxy class for the untrusted class Person in our illustrative example. The bodies of
the stripped methods are replaced with native routines which perform ocall transitions to the corre-
sponding method in the untrusted runtime (lines 7, 10, 13 in Listing 2). Analogously, for untrusted
image generation, the bytecode transformer creates proxy classes for trusted classes by stripping all
methods of trusted classes, and replacing the method bodies with native methods which perform
ecall transitions. Listing 3 shows the corresponding proxy class for the trusted class Account in
our illustrative example. The proxy class fields are removed and a hash field is added to each proxy
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1 public class Account {
2 private int hash;
3 public Account(String s, int b) {
4 byte[] buf = serialise(s);
5 CCharPointer ptr = getPointer(buf);
6 this.hash = getHash(this);
7 ecall_relayAccount(this.hash, ptr, b);
8 }
9 public void updateBalance(int v) {

10 ecall_relayUpdateBalance(this.hash, v);
11 }
12 }

Listing 3: Proxy for the trusted class Account.

1 public class Account {
2 private String owner;
3 private int balance;
4 public Account(String s, int b) {...}
5 public void updateBalance(int v) {...}
6
7 @CEntryPoint
8 public static void relayAccount(Isolate ctx, int hash, CCharPointer buf, int b) {
9 String s = deserialise(buf);

10 Account mirror = new Account(s, b);
11 mirrorProxyRegistry.add(hash, mirror);
12 }
13 @CEntryPoint
14 public static void relayUpdateBalance(Isolate ctx, int hash, int v) {
15 Account mirror = mirrorProxyRegistry.get(hash);
16 mirror.updateBalance(v);
17 }
18 }

Listing 4: Concrete class Account, once transformed.

class which stores the hash of the proxy object (i.e., line 6 in Listing 3). Our present implementa-
tion uses a hash function based on Java identity hash codes. To minimise hash collisions, a hashing
algorithm like MD5 [165] should be used. The result of the stripping operations is the removal of
all untrusted functionality from the trusted partition, and all trusted functionality from the untrusted
partition. Only annotated classes are modified by the bytecode transformer, i.e., neutral classes are
not changed.

From this point onward, we refer to all unstripped classes as concrete classes and stripped classes as
proxy classes. We respectively call the instances of these classes concrete objects and proxy objects. If
a concrete object in one runtime (trusted or untrusted) has a correspondence with a proxy object
in the opposite runtime, we refer to that concrete object as a mirror object, i.e., the proxy’s mirror
copy.

Relay methods. For the methods in one runtime (a native image) to be callable from the other
runtime (another native image), these methods must be exported as entry points. These entry point
methods must be static, they may only have non-object parameters and return types, i.e., primitive
types or Word types (including pointers) [138], and they must specify the GRAALVM isolate that serves
as execution context for the method. As a result of these restrictions, it is not feasible to export all
methods of concrete classes as entry points directly, since this would require changing their signatures.
To circumvent this limitation, we introduce static entry point methods to act as wrappers for the
invocations of the associated class or instance methods. We call these relay methods.

For every public method in a concrete class, including all constructors, the bytecode transformer adds
an associated relay method to the class. The native methods (i.e., ecall and ocall routines) added
to the stripped methods of the proxy classes perform enclave transitions to invoke the corresponding
relay methods.
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1 public void addAccount(Account acc) {
2 ecall_relayAddAccount(acc.getHash());
3 }
4
5 @CEntryPoint
6 public static void relayAddAccount(Isolate ctx, int hash) {
7 Account mirror = mirrorProxyRegistry.get(hash);
8 this.addAccount(mirror);
9 }

Listing 5: Proxy (top) and relay (bottom) methods for the AccountRegistry class.

The parameters of a relay method comprise: an isolate which provides the execution context for the
method call, the hash of the calling proxy object (for non-static methods), all primitive parameters
of the associated method, and pointers (i.e., CCharPointer [140]) which represent the addresses of
buffers obtained from the serialisation of any object parameters which are instances of neutral classes
(as these classes do not need proxies). For proxy object parameters, the hash of the corresponding
proxy is passed as parameter and the corresponding mirror object is used as the parameter once the
real (i.e., concrete) method is called in the opposite runtime. Similarly, for mirror object parameters,
the hash of the corresponding proxy is also sent, and the proxy object is used in the opposite runtime
as parameter in the method.

As for the serialised buffers, they are deserialised and the corresponding object parameter recreated
in the body of the relay method. For relay methods of constructors, we instantiate the corresponding
mirror object, and add the mirror object’s strong reference and associated proxy hash to a global
registry, which we call the mirror-proxy registry. For instance methods, we add code to look up the
corresponding mirror object in the registry, and then invoke the instance method on that mirror object
with its corresponding parameters. Neutral object return types from the untrusted runtime are also
serialised and copied across the enclave boundary. Both the trusted and untrusted runtimes have a
mirror-proxy registry.

The code in Listing 4 outlines the state of concrete class Account after bytecode transformation. For
illustration, the relay method relayAccount (line 8) is added into concrete class Account in the
trusted runtime automatically.

We complete the transformation of the other classes of our illustrative example as follows. For proxy
class Person, we have ocalls instead to the relay methods. For proxy class AccountRegistry, we
have a proxy Account as parameter in the addAccount method, and only its hash is passed to the
opposite runtime. The resulting proxy method and the corresponding relay method in concrete class
AccountRegistry are shown in Listing 5.

Native transition methods. The native transition methods (e.g., ecall_addAccount) are C routines
which perform enclave transitions to the opposite runtime. During bytecode transformation, the
definitions of the native transition methods are absent and only their signatures are provided. Their
definitions are generated by the native image generator, as will be seen subsequently.

3.4.3 Native image partitioning

The GRAALVM native image generator is responsible for building native images. It takes as input
compiled application classes (bytecode) and all their associated external libraries, including the JDK.
The native image generator then performs static analysis to find the reachable program elements,
i.e., classes, methods, and fields. Only the reachable elements are then compiled ahead-of-time into
the final native image. This is advantageous for TEE-based application since it excludes any redun-
dant application logic from the enclave. The resulting native image embeds runtime components for
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Figure 3.2: Simplified reachability analysis done for two entry point methods (relayAccount and main).

garbage collection (memory management), thread scheduling, etc.

Static analysis for trusted and untrusted image generation. The bytecode transformations pro-
duced two sets of class files: the first set (T ) comprises modified trusted classes and untrusted proxy
classes, while the second set (U) comprises modified untrusted classes and trusted proxy classes. The
unannotated/neutral classes (N) were not changed by the bytecode transformer. These three sets of
classes are used by GRAALVM to generate two native images that collectively represent the partitioned
application.

The native image generator in MONTSALVAT uses set (T ∪N) as input for trusted image generation and
the set (U ∪N) as input for untrusted image generation. To determine reachable program elements
(i.e., classes, fields and methods) the native image generator leverages a static analysis technique
known as points-to analysis [211, 178]. Points-to analysis starts with all entry points and iteratively
processes all transitively reachable classes, fields, and methods [211]. For the sake of brevity, we do
not include all the steps performed during points-to analysis in GRAALVM native-image (see [211] for
details). For the trusted image, all the relay methods of trusted classes serve as entry points (recall
the @CEntryPoint annotation, e.g., in Listing 4). For the untrusted image, the main entry point
(Java application’s main method) and the relay methods of untrusted classes serve as entry points.
Conceptually, we can include the main entry point in either the trusted or untrusted image. However,
we chose to add it in the untrusted image because: (1) it prevents an ecall transition to invoke the
main method and an ocall transition to create garbage collection helper threads (see §3.4.5) once
in the main method, and (2) it is in accordance with the Intel SGX programming convention where
applications begin in the untrusted runtime.

Figure 3.2 illustrates a simplified reachability analysis done for two entry point methods (relayAccount
and main) to determine other reachable methods. The graph shown is a subset of the full graph; other
methods are made reachable at the leaf nodes. For the trusted image, the relay methods (which are
entry points) in the trusted classes ensure that other trusted class methods, as well as methods from
neutral classes (e.g., serialise, registry.add, etc.), are reachable. Similarly, for the untrusted
image, the main entry point ensures that the Person class methods, as well as methods from proxy
classes (Account and AccountRegistry), are reachable. A similar process is performed for all other
entry points.

Once static analysis is complete, the trusted image no longer contains untrusted methods/functional-
ity. It embeds proxies instead, in case some untrusted proxy class methods were reachable. Similarly,



32 3 PA RT I T I O N I N G JAVA A P P L I CAT I O N S F O R E N C L AV E S

1 void ecall_relayAddAccount(int hash) {
2 Isolate ctx = getIsolate(); // Get the enclave isolate
3 relayAddAccount(ctx, hash);
4 }

Listing 6: C code for ecall_relayAddAccount.

the untrusted image does not contain trusted methods, but only proxies to those if some proxy class
methods were reachable. Following from our illustrative example, proxy class Person is not included
inside the trusted image since it is not reachable from any of the trusted classes.

In the main method in our illustrative example, upon object creation at runtime, the constructors
of Person p1 and p2 instantiate a proxy object of the proxy Account class. The string parameters
“Alice” and “Bob” are serialised and an ecall transition is done to create a corresponding mirror
Account object in the enclave. Similarly, when p1.transfer(p2, 25) is invoked, the corresponding
proxy Account objects perform enclave transitions to update the balances in the enclave. In the same
way, the call to the proxy AccountRegistry constructor performs a transition to create a mirror
object in the enclave corresponding to proxy object reg. The latter performs a transition too when
addAccount is called.

By default, the native image generator compiles all reachable methods and links the latter with
GRAALVM’s native libraries to produce an executable or a shared object file. We modified the image
generator to bypass the linking phase that produces executables or shared objects, so as to produce re-
locatable object files (.o) which can be linked to other libraries to build the final SGX application. The
resulting images for the trusted and untrusted parts are trusted.o and untrusted.o respectively.
These are dispatched to the SGX module and used to build the final SGX application.

SGX code generator. During bytecode transformation, native ecall and ocall transition routines
are added to proxy classes. We extended GRAALVM native-image with a class to generate C code
definitions for the corresponding ecall (added in trusted proxy classes) or ocall (added in untrusted
proxy classes) transitions, as well as their corresponding header files. Listing 6 shows the generated
C code for the
ecall_relayAddAccount method.

The code generator also creates associated EDL files used by the Edger8r tool in the Intel SGX SDK
to build edge routines, which marshal data (e.g., serialised method parameters) across the enclave
boundary.

3.4.4 SGX application creation

This is the final stage MONTSALVAT’s workflow. Because SGX enclaves operate only in user mode,
they cannot issue system calls and standard OS abstractions (e.g., file systems, network), which are
ubiquitous in real-world applications. The solution to this problem is to relay these unsupported calls
to the untrusted runtime, which does not have the same limitations. In contrast to systems that intro-
duce a LibOS (i.e., an entire operating system implemented as a library) in the enclave, we leverage
an approach which involves redefining unsupported libc routines as wrappers for ocalls. These
redefined libc routines in the enclave constitute MONTSALVAT’s shim library.2 The latter intercepts
calls to unsupported libc routines and relays them to the untrusted runtime. A shim helper library
in the untrusted runtime then invokes the real libc routines. This by design reduces the TCB when
compared to LibOS-based systems.

2 Montsalvat shim library

https://github.com/Yuhala/montsalvat/tree/master/sgx/Enclave/graalsgx
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MONTSALVAT then compiles all generated ecall routines and statically links them with the trusted
image (trusted.o), the shim library and native libraries from GRAALVM to produce the final enclave
shared library, which corresponds to the trusted part of the Java SGX application. Similarly, the
generated ocall routines are also compiled and linked with the untrusted image (untrusted.o)
and GRAALVM native libraries to produce the final untrusted component. In accordance with Intel
SGX’s application model, MONTSALVAT compiles the main entry point of partitioned applications in
the untrusted component. The resulting trusted and untrusted components compose the final SGX
application. At runtime, a GRAALVM isolate is created in both the trusted and untrusted part of the
application. These isolates provide the execution contexts for transition routines, i.e., the trusted
isolate serves ecall routines while the untrusted isolate serves ocall routines.

3.4.5 Garbage collection

Following our partitioned application design, untrusted code objects can have trusted counterparts
(proxies) and vice versa. This presents a challenge at the level of garbage collection (GC) because
we must ensure synchronised destruction of objects across the trusted and untrusted heaps. More
specifically, we need to synchronise GC of proxy and mirror objects, e.g., the mirror of proxy object
reg should not be destroyed before reg in our illustrative example (Listing 1). Similarly, when reg
is destroyed, its corresponding mirror object should be made eligible for GC.

The Java programming language specification provides finalizer methods [151] which the garbage
collector can invoke prior to garbage collecting an object. So one could envision a solution based
on finalizer methods. However, the latter are deprecated since Java 9 and have badly designed
semantics [133]. For example, a finalizer method can make a proxy object reachable again, which
may lead to an inconsistent state across the trusted and untrusted heaps after the proxy’s mirror object
is destroyed.

To address this problem, we implemented an application-level GC helper based on weak references.
GC helper threads (one for each partition) are created on application initialisation and are used to
track proxy and mirror object creation and destruction.

Strong and weak references in Java. When an object is created in Java, memory space is allocated
for it in the heap. References in Java serve as pointers, i.e., memory addresses that enable access to
this allocated memory space. The Java programming language provides various types of references
for objects, with strong and weak references being the most common. A strong reference is the de-
fault reference type in Java; existence of a non-null strong reference to a Java object prevents the
garbage collector from reclaiming the memory occupied by the object. For example, Person p = new
Person(...); creates a Person object with an associated strong reference p. This object is not made
eligible for garbage collection unless p is set to null. Conversely, a weak reference in Java allows the
associated object to be reclaimed by the garbage collector if there is no non-null strong reference to
it. Weak references are useful in scenarios where we wish to track objects in a cache e.g., a HashMap,
while allowing the objects to be eligible for garbage collection. For example, WeakReference<Person>
weakRef = new WeakReference<>(p); creates a weak reference to the object referenced by p.

Garbage collection consistency in MONTSALVAT. When a proxy object is created, MONTSALVAT

stores a weak reference and the hash of the proxy object in a global list. We use a weak reference
here because it does not prevent the proxy object from being garbage collected once it is eligible
for garbage collection. The corresponding GC helper thread periodically (e.g., every second) scans
this list for null referents of weak references, i.e., objects referred to by the weak references. Once
such a null referent is found, it means the proxy object has been (or is eligible for being) garbage
collected, and thus we can remove the corresponding mirror object from the mirror-proxy registry in
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the opposite runtime.3 This makes the mirror object eligible for GC if it is not strongly referenced
anywhere else. Both the trusted and untrusted runtimes maintain independent lists of proxy weak
references for the associated runtime, and the two garbage collection helper threads spawned at
application initialisation scan these lists throughout the application’s lifetiime.

Algorithm 1 outlines the work of a GC helper thread.

Algorithm 1 GC helper thread.

1: proxyWeakRefs← {list of proxy obj weak refs}
2: while !stopped do
3: wait(T I M E)
4: for all re f ∈ proxyWeakRefs do
5: if re f .get() = null then
6: proxyId← getProxyId()
7: if inEnclave then
8: ocall_removeMirror(proxyId)
9: else

10: ecall_removeMirror(proxyId)
11: end if
12: proxyWeakRefs← proxyWeakRefs \ ref
13: end if
14: end for
15: end while

The removeMirror ocalls or ecalls perform an enclave transition which removes corresponding pairs
of mirror object and proxy id from the mirror-proxy registry. This automatically makes the mirror
object eligible for GC if it is not strongly referenced somewhere else in the program.

3.4.6 Running unpartitioned native images

Despite the benefits of partitioning an enclave application, situations may arise where it is much
easier for the application developer to run the entire application as a native image inside the enclave.
This could happen when the majority of classes potentially deal with sensitive information and no
classes qualify as untrusted. Consequently, MONTSALVAT makes it possible to run unpartitioned ap-
plications in the enclave. Neither code annotations nor bytecode modifications are required in such
cases. The original application is built into a single native image which is linked to the final enclave
object.

3.4.7 Prototype implementation

Our current MONTSALVAT prototype is based on GRAALVM CE v21.0.0 for Java 8. GRAALVM and the
bytecode transformer are implemented in Java. Our modifications in GRAALVM amount to ≈ 1, 400
lines of code (LoC). The bytecode transformer4 relies on Javassist v3.26 and contains ≈ 2, 100 LoC.
The SGX module.5 is based on SGX SDK and SGX driver v2.11. It consists of ≈ 10, 200 C/C++ LoC.
A prototype of MONTSALVAT has been released as open-source.6

3 Montsalvat GC helper
4 Bytecode transformer
5 SGX module
6 Montsalvat repository

https://github.com/Yuhala/montsalvat/blob/master/sdk/src/org.graalvm.nativeimage/src/org/graalvm/nativeimage/ProxyCleaner.java
https://github.com/Yuhala/montsalvat/blob/master/substratevm/jtransformer/jtrans/JAssistClassTransformer.java
https://github.com/Yuhala/montsalvat/tree/master/sgx
https://github.com/Yuhala/montsalvat.git
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Figure 3.3: Performance of proxy object creation vs. concrete object creation.

3.5 E VA LUAT I O N

This section presents an experimental evaluation of MONTSALVAT based on micro- and macro-benchmarks
with real-world applications. We seek to answer the following questions:

Q1: What is the cost of proxy object creation and remote method invocations? (§3.5.2, §3.5.3)
Q2: How does partitioning impact garbage collection performance? (§3.5.4)
Q3: How does partitioning impact application performance? (§3.5.5)
Q4: How do partitioned and unpartitioned native images in SGX enclaves compare with applications

running on a JVM in enclaves? (§3.5.6)
Q5: What degree of TCB reduction is achieved by MONTSALVAT? (§5.6.4)

3.5.1 Experimental setup

Our evaluation is conducted on a server equipped with a quad-core Intel Xeon E3-1270 CPU clocked
at 3.80 GHz, and 64 GB of DRAM. The processor has 32 KB L1i and L1d caches, 256 KB L2 cache and
8 MB L3 cache. The server runs Ubuntu 18.04.1 LTS 64 bit and Linux kernel 4.15.0-142. We run the
Intel SGX platform software, SDK and driver version v2.11. The EPC size on this server is 128 MB, of
which 93.5 MB is usable by enclaves. The enclaves have maximum heap sizes of 4 GB and stack sizes
of 8 MB. All native images are built with a maximum heap size of 2 GB.

We use SCONE to run unmodified applications on a JVM in SGX enclaves. The SCONE containers are
based on Alpine Linux [2]. The base SCONE image ships OpenJDK8.7 For non-SCONE experiments,
we execute the GRAALVM compiler, which generates the native images, in OpenJDK-8u282. At exe-
cution, only the code of the generated native images runs. All reported latencies are averaged over 5
runs.

3.5.2 Performance of proxy creation

Q1: what is the cost of proxy object creation?

We aim to evaluate the latency of proxy object creation in relation to normal (concrete) object creation.
The concept of proxy is an intrinsic feature of MONTSALVAT, and it has the potential to influence ap-
plication performance. We use a synthetic Java program to realise this experiment. Figure 3.3 shows
the results obtained. We perform object instantiations in four different scenarios: concrete object cre-

7 Tag: 8u181-jdk-alpine-scone5.1.0
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Figure 3.4: Performance of remote method invocations (RMIs) by proxy objects vs. concrete object invoca-
tions, and impact of serialisation on RMIs.

ation in and out of the enclave methods (respectively labelled concrete-in and concrete-out in
Figure 3.3), and proxy object in (proxy-in→out) and out (proxy-out→in) of the enclave. Scenario
concrete-out corresponds to the base line for this experiment.

We observe that proxy object creation latency in the enclave is 3 orders of magnitude higher when
compared to concrete object creation in the enclave, and proxy object creation latency out of the
enclave is 4 orders of magnitude higher when compared to concrete object creation out of the enclave.
This performance drop when creating proxy objects is mainly due to the expensive enclave transitions
required to instantiate the corresponding mirror objects in the opposite runtime.

3.5.3 Performance of RMI and impact of serialisation

Q1: what is the cost of remote method invocations?

The goal of this experiment is to study the performance of remote method invocations by proxy
objects, and understand the impact of serialisation on these invocations. To this end, we generate
synthetic programs where objects perform method invocations in four different scenarios: concrete
object invoking instance methods in and out of the enclave (respectively labelled concrete-in and
concrete-out in Figure 3.4 (a)) and proxy object invoking instance methods remotely from within
(proxy-in→out) and out of (proxy-out→in) the enclave without serialisable parameters. We vary
the number of method invocations of the objects in these scenarios and calculate the corresponding
latency of the invocations.

Figure 3.4 (a) shows that when there is no serialisation involved, the latency of proxy object RMI in
the enclave is 3 orders of magnitude higher than the latency of concrete object method invocation
in the enclave. On the other hand, the latency of proxy object RMI out of the enclave is 4 orders
of magnitude higher when compared to concrete object method invocation latency. This overhead is
similar to that observed in proxy object creation, and is mainly due to the expensive enclave transitions
involved.

To understand the impact of serialisation on proxy method invocations, we introduce two more scenar-
ios where proxies in and out of the enclave invoke methods with a serialisable parameter (respectively
labelled proxy-in→out+s and proxy-out→in+s in Figure 3.4). The serialised parameter is a list
of 16 byte string values. We vary the size of the serialised list while keeping the number of method
invocations constant at 10,000 invocations. For scenarios proxy-in→out and proxy-out→in, we
use the same methods as in the ...+s variants but without passing the list as parameter.
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Figure 3.5: Garbage collection performance.

Figure 3.4 (b) shows that RMIs in the enclave with the serialised parameter are about 10× more
expensive than the corresponding RMIs without serialisation, while RMIs out of the enclave are about
3× more expensive than the corresponding RMIs without serialisation.

Although the overhead of RMIs observed is relatively high, it is important to recognise that the orders
of magnitude and ratios calculated will vary based on the latency of the method operations them-
selves, without taking into account the cost of parameter serialisations or enclave transitions. The
methods used in these experiments are setter methods updating an object field, which are relatively
inexpensive operations. However, for more expensive methods, the cost of the method operations is
likely to outweigh the cost of enclave transitions or parameter serialisations, hence decreasing the
significance of enclave transitions on overall system performance.

3.5.4 Garbage collection performance

Q2: how does partitioning impact garbage collection performance?

To understand the performance variations of garbage collection operations in and out of the enclave,
we performed an experiment which involves creating multiple concrete objects, making them eligible
for GC, and invoking the garbage collector in and out of the enclave. We record the total time spent for
garbage collection in both scenarios. Figure 3.5 (a) shows the results obtained. We observe that the
enclave adds an order of magnitude of overhead to the garbage collection operation. GRAALVM native
images embed a serial stop and copy GC [138]; the copy operation of this GC in the enclave leads to
more data exchange between the CPU and the EPC, which explains the overhead when compared to
GC performance outside (i.e., concrete-out).

We performed a second experiment to demonstrate garbage collection consistency in and out of the
enclave. In this experiment, a synthetic Java program creates proxy objects in the untrusted runtime,
makes some of the objects eligible for GC and invokes the GC in the untrusted runtime. This operation
is repeated for a given time range. The number of live (not garbage collected) proxy objects out of
the enclave and the number of mirror objects in the enclave mirror-proxy registry are recorded at
different timestamps. Figure 3.5 (b) shows the results obtained. We observe that as proxy objects
are garbage collected, mirror objects are removed from the in-enclave mirror-proxy registry, making
them eligible for GC too. In the same way, as more proxies are created, we notice a similar increase
in the number of mirror objects in the enclave. These results suggest garbage collection consistency
between the trusted and untrusted image.
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Figure 3.6: Enclave performance improves as classes are removed from the enclave.

3.5.5 Impact of partitioning on application performance

Q3: how does partitioning impact application performance?

To demonstrate the performance impact of partitioning native applications for enclaves with MONTSAL-
VAT, we leverage a synthetic Java program, and two real-world applications, i.e., PalDB [105] and
GraphChi [93].

Synthetic benchmark. We developed a Java program generator to create Java applications with
varying numbers of classes annotated as trusted or untrusted. We generated a Java application with
100 classes. Each class contains an instance method which performs either CPU intensive operations
(i.e., compute a fast Fourier transform [28] on a 1 MB double array) or I/O intensive operations (i.e.,
writes 4 KB of data to a file). The main method instantiates each class and invokes the associated
instance method. We vary the number of trusted and untrusted classes for two scenarios: (1) all
class instance methods perform CPU intensive operations and (2) all class instance methods perform
I/O intensive operations. We then calculate the total execution time of the resulting application.
Figure 3.6 shows the results.

We observe that, as the percentage of untrusted classes increases (i.e., more classes are moved out
of the enclave), the total run time of the application decreases. For I/O operations, fewer enclave
transitions are done for I/O write operations, leading to better performance. For CPU operations,
enclave performance can get more expensive when random reads and writes are done on data which
is not present in the CPU [7, 210]. This decrease in performance is caused by on-the-fly encryp-
tion/decryption of CPU cache-lines by the MEE [210] when data is transferred between the CPU and
the EPC. This synthetic benchmark suggests that by delegating (non-sensitive) computations to the
untrusted runtime, we relieve the enclave of expensive cryptographic operations, leading to better
enclave performance, and better overall application performance. We illustrate this further with the
two real world applications below.

PalDB. PalDB is an embedabble persistent key-value store developed by LinkedIn, used in analytics
workflows and machine-learning applications. We consider a Java application based on PalDB which
writes and reads a list of key-value (K/V) pairs in a store file. The keys are string values of randomly
generated integers (in the range [0, 231 − 1]), while the values are randomly generated strings of
length 128. For this, we introduced two classes: DBReader and DBWriter8 which exploit PalDB’s API
for respectively reading from and writing to the store file.

8 PalDB DBReader and DBWriter

https://github.com/Yuhala/montsalvat/tree/master/substratevm/paldb/com/linkedin/paldb
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A natural and intuitive partitioning approach for this application involves partitioning along the
DBWriter and DBReader classes, depending on the security requirements of the application. For
this we consider two possible scenarios: DBReader trusted and DBWriter untrusted (RT WU), and
DBReader untrusted and DBWriter trusted (RUWT ). We run the unpartitioned application (base line)
as a native image in an SGX enclave and compare its performance to the partitioned version with the
above mentioned schemes, as well as the native image running without SGX enabled. Figure 3.7
shows the results obtained.

For both partitioning schemes (RT WU and RUWT ) we observe performance improvements after par-
titioning the application. RT WU is on average 2.5× times faster while RUWT is on average 1.04×
faster when compared to the unpartitioned native image. PalDB optimises reads by memory map-
ping the store file in memory, but does regular I/O for writes to the store file. This explains the
greater performance improvement after partitioning using RT WU as it relieves the enclave of expen-
sive write-induced enclave transitions to perform I/O, making it closer to the native performance
(no SGX). For RUWT the performance improvement is less as more ocall transitions (23× more on
average compared to RT WU) are done to write K/V pairs to the store file from within the enclave. As
expected, the application has best performance when running without SGX, however this is the most
insecure configuration.
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GraphChi. GraphChi is a large-scale graph processing framework. We use the popular PageRank [3]
algorithm as an example application for partitioning. PageRank evaluates the relative importance of
nodes in a directed graph. Typically, GraphChi applications follow the workflow outlined in Figure 3.8.
The input graph is split by a sharder (FastSharder) into multiple parts (shards) which are then pro-
cessed in the core execution engine (GraphChiEngine) to produce the final result (PageRank values
in our case). A possible partitioning scheme for the application would be along the FastSharder9

and GraphChiEngine10 classes. For this we make the GraphChiEngine trusted and the FastSharder
untrusted. We run the PageRank algorithm on synthetic directed graphs generated using the RMAT
algorithm [17]. We vary graph sizes by varying the number of vertices (V ) and edges (E) in the
graph. For each graph, we vary the number of shards for the PageRank computations and compare
the performance of the partitioned native image to the unpartitioned case, as well as the native image
running without SGX. Figure 3.9 shows the results obtained.

For each shard, the leftmost bar shows the run time without SGX, the middle bar for the unpartitioned
native image running inside the enclave, and the rightmost bar for the partitioned application. We
show the processing time for the PageRank itself (executed in GraphChiEngine) of the graph nodes,
as well as the portion of the total time spent on graph sharding (in FastSharder).

After partitioning, the FastSharder is transferred to the untrusted runtime, relieving the enclave
of all expensive I/O related work done by the sharder, thereby improving enclave latency. We can
observe on the graph that the latency due to sharding after partitioning is approximately the same as
the native case (no SGX), which is explained by the fact that the FastSharder now operates in the
untrusted runtime, thus no overhead due to MEE encryption/decryption operations in the enclave.
This leads to a performance gain of about 1.2× on average as compared to the unpartitioned case.
We observe similar performance improvements for the different graph sizes.

Take-away 1

Partitioning improves in-enclave application performance. This is attributed to a decrease
in enclave transitions for I/O operations and the elimination of overhead from SGX-related
cryptographic operations for the removed code.

9 FastSharder class
10 GraphChiEngine class

https://github.com/Yuhala/montsalvat/blob/master/substratevm/graphchi/edu/cmu/graphchi/preprocessing/FastSharder.java
https://github.com/Yuhala/montsalvat/blob/master/substratevm/graphchi/edu/cmu/graphchi/engine/GraphChiEngine.java
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3.5.6 Comparing JVM-based applications in enclaves

Q4: how do partitioned and unpartitioned native images in SGX enclaves compare with applications
running on a JVM in enclaves?

To understand how partitioned and unpartitioned native images compare to their JVM-based coun-
terparts running in enclaves, we compared SGX-based native images to the applications running on
a JVM in a SCONE container. The JVM is run with a maximum heap size of 2 GB (-Xmx2G). We are
not particularly concerned with the performance of applications running on a JVM out of enclaves.
However, we included results for the latter to get a clearer picture of the performance variations using
the different approaches.

Partitioned native images vs. JVM-based applications in enclaves. For this experiment we com-
pared the partitioned versions of PalDB and GraphChi, using the same partitioning schemes, to their
unpartitioned counterparts running on a JVM in a SCONE container. Figures 3.10 and 3.11 show the
results for PalDB and GraphChi respectively.

From the results, we observe that RT WU and RUWT are respectively 6.6× and 2.8× faster on average
when compared to PalDB running on a JVM in SCONE. As for GraphChi, the partitioned GraphChi na-
tive image is 2.2× faster on average when compared to GraphChi running on a JVM in SCONE.

Two main factors account for the poorer performance of applications running on a JVM in SCONE:
(1) the JVM spends some time for class loading, bytecode interpretation, and dynamic compilation;
these operations are absent in native images, (2) the in-enclave JVM increases the number objects
in the enclave heap, which leads to more data exchange between the EPC and CPU, hence more
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Figure 3.12: Performance of unpartitioned SPECjvm 2008 micro-benchmarks in enclaves.

expensive MEE encryption/decryption of CPU cache lines when compared to the native images in
the enclaves where class loading, bytecode interpretation, and dynamic compilation are absent at
runtime.

Unpartitioned native images in enclaves vs. JVM-based applications in enclaves. Here we com-
pare the performance of unpartitioned native images in enclaves to their JVM-based counterparts. We
present results for PalDB (Figure 3.10) and GraphChi (Figure 3.11), as well as 6 SPECjvm2008 [179]
micro-benchmarks (Figure 3.12) using their default workloads.

The unpartitioned PalDB and GraphChi native images in the enclave are respectively 2.6× and 1.7×
faster when compared to their JVM counterparts in a SCONE container. We observe comparatively
lower performance for the JVM counterparts in a SCONE container except for the Monte-Carlo micro-
benchmark. This could be attributed to garbage collection cycles triggered in the native image. Recent
studies [84] suggest the GC in GRAALVM native-image performs poorly when compared to OpenJDK
HotSpot JVM’s garbage collectors. The poorer in-enclave JVM results for the rest can be justified by
the two aforementioned reasons.

3.5.7 TCB analysis

Q5: what degree of TCB reduction is achieved by MONTSALVAT?

We conduct a TCB analysis of our system along two dimensions. First, we compare the TCB of
MONTSALVAT to a LibOS-based approach which includes the JVM inside the enclave. We evaluate
the number of lines of code for the in-enclave components for both approaches. We recall that
MONTSALVAT leverages GraalVM’s SubstrateVM (SVM) [134] to provide runtime components for the
AOT compiled native images. The LibOS-based approach relies on Gramine (formerly Graphene-SGX)
v1.1 [163] and OpenJDK8 JVM. The results are outlined in Table 3.1. We observe that MONTSALVAT

achieves over 9× reduction in TCB (in LoC) with respect to a LibOS-based system where the LibOS,
JVM, and libc are included inside the enclave.

Subsequently, for each partitioned application, we evaluate the size of the in-enclave components
before and after partitioning with Montsalvat. This further reduces the TCB by excluding untrusted
classes from the enclave. For PalDB, the in-enclave application code is reduced from 3140 to 3070
LoC, while for GraphChi, the in-enclave application code is reduced from 9760 to 8507 LoC. The
extent of TCB reduction here is entirely dependent on the application being partitioned and varies
based on the size and number of classes marked as untrusted.
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Table 3.1: Size in LoC of in-enclave components for MONTSALVAT and a LibOS-based system.

Component ≈ LoC MONTSALVAT LibOS

SubstrateVM 210,780 3 7

Shim library 11,600 3 7

JVM 593,159 7 3

JNI runtime libraries 423,303 7 3

Gramine 40540 7 3

GNU libc 2.19 1,008,780 7 3

Total LoC 222,380 2,065,782

Take-away 2

MONTSALVAT achieves over 9× TCB reduction compared to a LibOS-based approach which
incorporates the entire JVM and libc within the enclave.

3.5.8 Additional use-case scenarios

MONTSALVAT can be used for a wide variety of security applications. Examples include secure key/-
value stores and blockchain applications. The classes/business logic for storing and retrieving key/-
value pairs, and business logic for smart contracts can be secured in the enclave, while classes for
network-related functionality are kept out of the enclave. The partitioned components then interact
in accordance with our design.

3.6 R E L AT E D W O R K

We classify the related work into four categories: (i) systems that make it possible to run full, un-
modified applications inside enclaves, (ii) framework-specific systems that support partial execution
inside enclaves, (iii) systems that allow for partitioning generic native applications, and (iv) systems
that allow for partitioning generic Java applications.

Running full applications inside enclaves. Systems such as Haven [11], SCONE [7], Graphene-
SGX [195] and SGX-LKL [160] propose solutions to run entire legacy applications inside enclaves.
They introduce a library OS into the enclave to emulate OS logic. For instance, SCONE leverages a
modified version of the libc to run microservices inside Docker [38] containers. While these solutions
offer good compatibility with a wide range of applications and require low developer effort, they
introduce hundreds of thousands of lines of code into the TCB. This leaves more room for security
vulnerabilities and may significantly decrease enclave performance.

Similar to the above tools, EnclaveDom [114] maintains the entire application inside the enclave,
but partitions the enclave into tagged memory regions so as to achieve privilege separation. This
strategy does not achieve TCB reduction per se, but mitigates the security issues linked with large-
TCB applications.

Framework-specific partitioning. Some recent systems propose to manually partition specific frame-
works and/or the applications that run on them into trusted and untrusted parts. VC3 [170] is a
system for trustworthy data analytics in Hadoop that requires manually rewriting Map and Reduce
functions to be used in SGX enclaves, while keeping the main Hadoop library outside the enclave.
SecureKeeper [14] proposes an extension to ZooKeeper which preserves confidential user data inside
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enclaves while maintaining the ZooKeeper framework outside the enclave. Plinius [220] manually
partitions a persistent memory and machine learning (ML) library in order to enable efficient ML in
SGX enclaves. Opaque [228] is a secure data analytics platform built on top of Spark SQL that focuses
on preventing access pattern leakage; it notably introduces SGX-enabled oblivious operators that can
be used on tables that store sensitive data. While these systems reduce the size of the TCB, they focus
on individual frameworks, limiting their flexibility.

Native code partitioning. Glamdring [104] provides a technique to automatically partition C/C++
applications into trusted and untrusted parts using static program slicing. Panoply [177] introduces
micro-containers which expose standard POSIX abstractions and run inside enclaves; applications
must be refactored to extract sensitive code and data to be placed inside micro-containers. These
systems do not tackle the complexities introduced by managed languages.

Java code partitioning. Civet [197] and Uranus [79] are two recent frameworks for running parts
of Java applications inside enclaves. Civet requires defining methods which will serve as the parti-
tioning boundary, and Uranus requires annotating all sensitive methods. We argue that placing the
enclave boundary at class level is more intuitive for developers. Moreover, our system benefits from
GRAALVM’s optimisations, such as class initialisations at build time, rather than at runtime. Further-
more, our approach relies on a small shim library to relay unsupported calls to the untrusted runtime.
Civet on the other hand maintains a full library OS (Graphene SGX [195]) inside the enclave, leading
to a larger TCB as previously shown. CFHider [206] also proposes to run parts of Java applications
inside enclaves, but it specifically focuses on branch statement conditions with the objective to guar-
antee control flow confidentiality.

3.7 S U M M A RY

This chapter introduced MONTSALVAT, a tool to partition Java applications for enclaves. MONTSAL-
VAT leverages code annotations to specify sensitive application classes, and bytecode transformations
to partition the application into trusted and untrusted components, based on the code annotations.
Montsalvat enables object communication between the partitioned components, and ensures consis-
tent garbage collection across the trusted and untrusted application heaps. We show the practicality
of MONTSALVAT with real-world applications, and our extensive evaluations show TCB reduction can
be achieved while improving the application’s performance.

Prospects. While MONTSALVAT performs partitioning along class boundaries, there is potential for
extending this to the method level. This entails specifying methods as either trusted or not. Similarly,
the application classes will have two versions, one residing within the enclave and the other out of
the enclave. Each class will contain a combination of fully-implemented methods or proxy methods
which perform transitions to the opposite runtime. In the next chapter, we will address multi-language
program partitioning at the function/method level.
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Multi-language Program Partitioning for Enclaves

The previous chapter discussed how to tackle the partitioning challenge specifically for Java, a widely-
used high-level programming language. This chapter extends the ideas proposed to encompass a
multi-language context, with the goal of building a more generic partitioning tool, applicable to a
broader range of programming languages. In that light, it proposes SECV, a multi-language technique
to analyse and partition programs for TEEs like Intel SGX. SECV leverages GraalVM’s TRUFFLE frame-
work, which provides a language-agnostic abstract syntax tree (AST) representation for programs, to
provide special AST nodes called secure nodes that encapsulate sensitive information. It then employs
dynamic taint-analysis to analyse and partition applications based on the secure nodes.

This chapter is organised as follows:
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4.1 I N T R O D U C T I O N

Various partitioning tools have been proposed in order to minimise the TCB of TEE-based applications.
However, the proposed tools all target specific languages: Montsalvat (Chapter 3), Civet[197], and
Uranus[79] for Java, GOTEE [49] for Go, and Glamdring [104] for C. These tools depend heavily
on the language semantics and cannot be readily reused for other languages. To support the next
programming language (e.g., Python, R, JavaScript, Ruby, etc.), one must entirely re-implement a
new automatic partitioning tool, which is time consuming, error-prone, and expensive.

In this work, we propose to decouple the partitioning tool from the language semantics, and to implement
the former once and for all languages. To that end, we leverage TRUFFLE [212], a Java library for build-
ing high-performance language interpreters. It provides a generic abstract syntax tree (AST) com-
posed of nodes that represent various syntactic elements of a program: i.e., expressions (e.g., function
calls or arithmetic operations), program values (e.g., literals or variables), control flow (e.g., if-else or
for loops), etc. TRUFFLE provides support for popular programming languages like Python, JavaScript,
R, Ruby, C/C++, amongst many others. To implement the partitioning tool once and for all, we first
introduce a new multi-language AST node type, called a secure node. This node contains a secure
value corresponding to a sensitive value that has to be secured in the enclave. Then, we leverage the
polyglot interoperability protocol provided by TRUFFLE [57], which allows the declaration of a secure
value from any language with an expression as simple as x = polyglot.eval("secV", "sInt(42)"). Fi-
nally, we develop a generic dynamic taint tracking tool, POLYTAINT, which instruments TRUFFLE ASTs
to track the data flow of sensitive values from secure nodes so as to determine the portions of a pro-
gram (e.g., functions) to be shielded inside the enclave. POLYTAINT then partitions the program into
a trusted and untrusted component, to be executed respectively inside or outside the enclave.

In summary, we propose the following contributions:

1. Generic AST secure nodes to specify sensitive data in any TRUFFLE language.
2. POLYTAINT, a TRUFFLE instrumentation tool which performs dynamic taint tracking on generic

polyglot programs and partitions the programs based on the use of secure values.
3. An extensive experimental evaluation demonstrating the effectiveness of our approach via

micro-benchmarks in JavaScript and Python, as well as real-world applications: PageRank [3]
and linear regression [216]. Our analysis of partitioned programs shows we can reduce the size
of the TCB (i.e., improved security) and improve performance (up to 14.5%) at the same time.

4.2 B A C K G R O U N D

TRUFFLE nodes. As previously described in Chapter 2 (§2.2.1), TRUFFLE is a framework provided by
the GraalVM ecosystem to build tools and programming language implementations as self-modifying
AST interpreters [153, 57]. At low level, TRUFFLE provides a base Node class that is leveraged by
language implementers to build other AST nodes representing the semantic constructs of their pro-
gramming language, e.g., an addition operation, a variable write, etc. Essentially, every node in a
TRUFFLE AST is executed (via an execute method) at runtime to produce a result.

In Figure 4.1 for example, the integer addition node is executed at runtime to produce the sum of the
left and child node values, which are computed by calling the execute methods of the left and right
nodes respectively.

The key advantage of TRUFFLE is that all programs implemented in a supported language are parsed
to a common AST representation (i.e., the TRUFFLE AST), which is then manipulated in a language-
agnostic fashion. TRUFFLE languages include JavaScript (JS) [136], Ruby [156], R [132], Python



4.2 Background 47

Node +

2 3

Execute:
return(left.value + right.value)

Base Truffle
node class add node

Left child-node Right child-node

Figure 4.1: Integer addition node executed in the AST to produce the sum of the values of left and right
child.

[135], LLVM-based languages [150], and more.

TRUFFLE polyglot API. TRUFFLE allows developers to build polyglot applications that combine code
written in different languages. This interoperability is provided by the polyglot interoperability proto-
col, a set of standardised messages (polyglot API) implemented in every TRUFFLE language [57, 147].
This API enables the transfer of objects between different language scopes as TRUFFLE values, i.e., an
instance of Value class.
1 import org.graalvm.polyglot.*;
2 class PolyglotTest {
3 public static void main(String[] args) {
4 Context polyglot = Context.create();
5 Value array = polyglot.eval("js", "[1, 2, 3, 44]");
6 int result = array.getArrayElement(3).asInt();
7 System.out.println(result); // prints 44
8 }}
9

Listing 7: Java application accessing an object from a JS language scope via the polyglot API.

Listing 7 shows the transfer of an array object created in a JS language scope into the Java language
scope via the polyglot API (line 5). The first parameter to the polyglot.eval call is the TRUFFLE

language id, a unique string identifier for TRUFFLE guest languages, while the second parameter is
the guest source code to execute. Such cross-language object exchange is possible in all TRUFFLE

languages, which simplifies the implementation of multi-language applications.

Henceforward in this text, the language accessing the objects generated by another interpreter will
be referred to as the host language (Java in Listing 7), and the language used to generate the ob-
jects accessed by the host will be the guest language (JS in Listing 7). Objects of the host language
will be referred to as regular objects while those of the guest language will be referred to as foreign
objects.

4.2.1 TRUFFLE instrumentation agents

In the context of ASTs, instrumentation refers to the process of adding additional behaviour or in-
formation gathering features to a program. As a result, program instrumentation can be leveraged to
effectively monitor and trace the flow of sensitive information across a program, and take appropriate
action. TRUFFLE framework offers vast support for program instrumentation, and provides an API to
dynamically intercept the execution of nodes in an AST [199, 57, 213]. This API has been used to
implement tools like a program profiler [139], a debugger [137], and a taint-tracking tool [92]. In
POLYTAINT, we leverage this API to implement our partitioning tool.

To intercept the execution of nodes, the developer has to implement an instrumentation agent [199].
The agent intercepts the execution of nodes by leveraging syntactic tags associated to the AST nodes.
These tags give the semantics of the nodes (e.g., call tag, variable write tag etc.).
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Figure 4.2: Instrumenting a variable write with a wrapper node.

Figure 4.2 illustrates how an instrumentation agent works. When the agent is loaded, it associates
an event node to a tag [131]. In our example, the agent attaches the event node E to any AST node
with the variable write tag. At execution, when TRUFFLE visits an AST node with the instrumented
tag for the first time, it replaces the node with a wrapper node [154] connected to the event node.
In our example, when TRUFFLE visits the node N for the first time, it wraps N in W and connects W
with E.

A wrapper node implements a special execute function. Upon invocation, it first calls onEnter on the
associated event node, then execute on the wrapped node, and finally
onReturnValue on the associated event node. These functions can collect metrics, modify the wrapped
node, and even replace the wrapped node by another node. For example, the event node’s onReturnValue
method could be used to register the name of the variable being written, as well as the corresponding
value.

Key Insight

SECV provides special secure nodes to encapsulate sensitive information. Any TRUFFLE lan-
guage can contain these secure nodes via the polyglot API. The resulting AST is instrumented
to determine parts of a program, e.g., variables, methods, classes, that access sensitive data,
and hence should be isolated in a secure enclave.

4.3 T H R E AT M O D E L

We consider a powerful adversary with full control over the software stack, including privileged soft-
ware (i.e., host OS, hypervisor) with access to the physical hardware, i.e., DRAM, secondary storage,
etc. The adversary’s goal is to disclose sensitive data or damage its integrity.

SECV’s workflow assumes enclave program development, taint tracking, and program partitioning,
as well as final enclave code building and signing are done in a trusted environment. This prevents
malicious code tampering aimed at disclosing sensitive information at runtime. The integrity of the
trusted partition can be ensured via remote attestation.

We assume the adversary cannot open the CPU package to extract decrypted enclave secrets, and
that the final enclave code does not intentionally leak sensitive information (e.g., encryption keys).
We do not consider denial-of-service (DoS) and side-channel attacks [16, 171], for which mitigations
exist [60, 128].

4.4 D E S I G N A N D W O R K F L O W O F SECV

SECV is a framework that analyses applications and partitions them into trusted and untrusted parts
for TEEs. It supports applications written in any Truffle language, and introduces secure values to
specify sensitive data. Figure 6.5 presents an overview of SECV’s workflow, which comprises 4 phases:
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Figure 4.3: Overview of SECV’s workflow.

(Ê) identification of sensitive variables that contain secure values (see §4.4.1), (Ë) dynamic taint
tracking with POLYTAINT (see §4.4.2 and §4.4.3), (Ì) program partitioning with the partitioner (see
§5.4.5), and (Í–Î) native image building with the image generator and final application creation
(see §4.4.5).

We illustrate SECV’s workflow by considering a simple linear regression program written in Python
(see Listing 8). We consider a security scenario where we wish to keep the learned model (i.e., m and
c) confidential [72, 164, 223, 122]. In the following, we show how one can use SECV to enforce this
scenario.

1 import polyglot
2 m = 0.0
3 c = 0.0
4 L = 0.0001
5 N = 10000
6 numIter = 100

7 def readXData(n):
8 # logic (omitted)
9 return xData

10 def readYData(n):
11 # logic (omitted)
12 return yData

13 def arraySum(A):
14 sumA = 0
15 for a in A:
16 sumA += a
17 return sumA

18 def trainModel(numIterations):
19 X = readXData(N)
20 Y = readYData(N)
21 for i in range(numIterations):
22 Y_pred = m * X + c
23 D_m = (-2/N) * arraySum(X * (Y-Y_pred))
24 D_c = (-2/N) * arraySum(Y-Y_pred)
25 m = m - L * D_m
26 c = c - L * D_c

27 trainModel(numIter)
28

Listing 8: Illustrative example: simple linear regression program written in Python.

4.4.1 Identifying and specifying sensitive data

We propose a multi-language approach to specify sensitive data via the use of newly-introduced secure
nodes in a TRUFFLE AST. All values associated with these secure nodes are referred to as secure values
and they represent sensitive information which must be shielded within the enclave. To make this
possible, we leverage the TRUFFLE framework to build a secure node generator which injects secure
nodes into any TRUFFLE AST via the polyglot API. This secure node generator is implemented like a
regular TRUFFLE language but provides special AST nodes which comprise secure information. Our
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Figure 4.4: The TRUFFLE framework can be leveraged to provide an AST generator that produces secure
nodes which can be injected in any TRUFFLE AST via the polyglot API.

preliminary prototype provides secure node types: sInt, sDouble, sBoolean, and sArray to contain
secure int values, secure double values, secure boolean values, and secure array object values respec-
tively. For example, Listing 9 shows how a JavaScript program can inject a secure integer value into
its AST.

1 var myInt = 2;
2 var secInt = Polyglot.eval("secV", "sInt(4)");
3 myInt = secInt + 2;
4 console.log(myInt); // prints 6

Listing 9: Injecting a secure integer node with value 4 into a JS program via the polyglot API.

Going back to our illustrative example, since our goal is to secure our ML model (represented by m
and c), we can specify m and c as secure values using the TRUFFLE polyglot API for Python. To do this,
we change the variable assignments for m and c to the code shown in Listing 10 (lines 2 and 3).

2 m = polyglot.eval(language="secV", string="sDouble(0.0)")
3 c = polyglot.eval(language="secV", string="sDouble(0.0)")

Listing 10: Specifying m and c as secure values using SECV.

At runtime, the TRUFFLE AST corresponding to the Python program will have SecV nodes associated
with m and c once the polyglot.eval call is executed. SECV then analyses the program’s AST to
determine which portions of the program access the secure values m and c.

Support for other secure node types. Implementing more secure types, e.g., lists, maps, etc. in
SECV is straightforward. It involves: defining a new TRUFFLE node for the type, implementing its
internal representation, defining type operations and conversions, and integrating the new type node
into SECV’s language grammar.1 To simplify the development of complex types, TRUFFLE’s design
allows the use of existing Java types, e.g., arrays, sets, etc. as building blocks when defining the new
node.

4.4.2 Taint tracking

SECV comprises POLYTAINT, a TRUFFLE code instrumentation tool that supports applications written
in any TRUFFLE language. POLYTAINT is designed as a taint tracking tool. It monitors the creation of
secure nodes in a polyglot application and marks a node that uses a value from a secure node (i.e.,
secure value) as secure itself.

Assumptions. Our preliminary implementation of SECV assumes a procedural program structure
where the application to be partitioned is organised as a group of n functions: f1, f2, . . ., fn. Most

1 SecV language grammar

https://gitlab.com/Yuhala/generic-tools/-/blob/main/secureL-mvn/language/src/main/java/com/oracle/truffle/secureL/parser/SecureL.g4?ref_type=heads
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Figure 4.5: Taint propagation due to explicit data-flow dependencies with secure values.

programming languages support this paradigm. The goal of SECV is thus to determine the set of
program functions to be put inside the enclave, and those to be kept out of the enclave, and partition
the program into two parts based on this information. We assume that the inputs used in dynamic
analysis are sufficiently exhaustive to cover all legitimate production configurations; this mitigates
leakage of sensitive data at runtime due to incomplete code coverage during analysis.

4.4.2.1 Taint propagation

In the context of our work, taint propagation defines how secure values flow from the secure nodes
into subsequent parts of the program. POLYTAINT performs taint propagation via explicit information
flow [24]. That is, an untainted variable y becomes tainted if an already tainted variable x is directly
involved in the computation of y’s value. In other words, there is a direct data-flow dependency
between x and y. For example, the statement y = x + 2 marks y as tainted if x is tainted, as shown in
Figure 4.5. POLYTAINT extends this idea to functions by marking them as tainted if tainted variables
are manipulated in their bodies.

POLYTAINT implements taint propagation via AST instrumentation. This is done by wrapping variable
reads/writes, function calls (see §4.4.3), etc. and testing for nodes that access secure values. For ex-
ample, in our illustrative example (Listing 10), the variable assignments at lines 2 and 3 are wrapped
and evaluated by POLYTAINT to obtain the corresponding variables (i.e., m and c) that receive secure
values (foreign objects in TRUFFLE terminology) from secure nodes. We refer to such variables as
taint sources.

Program function classification. The primary goal of taint propagation in POLYTAINT is to determine
which program functions access secure values (directly or indirectly from the taint sources) at runtime,
and which functions do not. As such, POLYTAINT classifies functions into three categories: trusted,
untrusted, and neutral.

Trusted functions. These are functions that manipulate secure variables explicitly within their bod-
ies, i.e., instantiate secure variables (taint sources) or modify the values of secure variables. We define
a secure variable as a program variable which explicitly receives its value from a SECV node via the
polyglot API (e.g., m and c in Listing 10) or a program variable which gets tainted following POLY-
TAINT’s taint propagation rules. As such, function trainModel in Listing 8 will be tagged as a trusted
function by virtue of the variable write: Y_pred = m * X + c which uses secure variables m and c inside
the function trainModel.

Trusted functions are included fully inside the trusted/enclave part of the partitioned application.
These functions have proxy functions in the untrusted part. We define the proxy function of a program
function f as a function which has the same signature as f but whose body is stripped and replaced
with an enclave transition (i.e., ecall or ocall) transfering execution control to f. Following this
logic, the proxies of trusted functions perform ecall transitions. The primary rationale for this design
choice is security: that is, secure variables that contain sensitive information cannot be accessed in
the untrusted side.
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Neutral functions. These are functions which access secure variables only through their input pa-
rameters and do not explicitly access already tainted (i.e., not considering the tainted inputs) secure
variables within their bodies. In other words, a neutral function does not access a tainted value when
none of its arguments is tainted, and may access tainted values if at least one of its arguments is
tainted. In Listing 8 for example, arraySum is considered a neutral function by virtue of the tainted in-
puts Y - Y_pred and X * (Y - Y_pred). Moreover, untrusted code could also perform array sums without
sensitive inputs.

Neutral functions are included fully in both the trusted and untrusted partitions; there are no proxy
functions involved. The rationale behind this design choice is twofold: the approach allows for good
security and performance. That is, enclave code can access the functionality of the neutral function
without leaking sensitive information, via input parameters, to the outside (security), and the code
out of the enclave does not need to perform an expensive ecall transition to access the functionality
of the neutral function (performance). Utility functions such as those that calculate generic sums,
products, etc. are examples of neutral functions.

Untrusted functions. These are functions which do not have any access to secure variables during
the lifetime of the program. Untrusted functions are included fully only in the untrusted partition.
However, they have proxies in the trusted side which perform ocall transitions to access the function-
ality in the untrusted side of the partitioned application. The rationale for this design choice is TCB
reduction, and thus security, i.e., code which is not sensitive need not be in the enclave following the
principle of least privilege [167].

4.4.3 AST instrumentation

To identify the trusted (T), neutral (N), and untrusted (U) functions, POLYTAINT uses a dynamic
analysis technique. It executes the program once during the development phase. During this execu-
tion, it identifies the secure values, and then deduces the state of the functions, i.e., trusted, untrusted,
and neutral. During the in-vitro execution, POLYTAINT performs taint propagation by leveraging the
TRUFFLE instrumentation framework, which makes it possible to intercept the execution of AST nodes.
To instrument the TRUFFLE AST, POLYTAINT intercepts the executions of these node types: variable
read/write, object field read/write, array element read/write and function call nodes. POLYTAINT pro-
vides an event node class for each of the node types to be wrapped,2 as well as a base event node class
PolyTaintNode which all the event node classes inherit from. PolyTaintNode implements common
functionality which is used by the event node classes.

POLYTAINT maintains a map data structure called the taint map which tracks program symbols (e.g.,
variables, functions, etc.) that access secure values. A unique string identifier is associated to each
program symbol such as e.g., a variable or function. The taint map associates string identifiers to taint
labels. We have 3 taint labels: 1 for tainted/trusted nodes, 2 for neutral nodes, and 0 for untrusted
nodes (i.e., representing untrusted functions).

During instrumentation, POLYTAINT leverages the onReturnValue callback of event nodes to test for
tainted program symbols in a node’s AST. This is done by recursively traversing the node’s child nodes
and checking if the child nodes are associated with tainted symbols. As illustrated in Algorithm 2,
POLYTAINT considers that a child node is tainted if (i) the child node corresponds to a call to the
polyglot API with the SecV language identifier (i.e., "secV") or (ii) the child node is a value that was
tainted before. In the remainder of this section, we outline how POLYTAINT performs taint tracking
for the different intercepted nodes.

2 POLYTAINT instrumentation nodes

https://gitlab.com/Yuhala/generic-tools/-/tree/ast-traversal/polytaint/src/main/java/com/oracle/truffle/polyt/nodes?ref_type=heads
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Algorithm 2 — Pseudo-code to check for tainted nodes in AST
1: procedure TRAVERSEAST(node)
2: if ISTAINTED(node) then
3: return true
4: end if
5: for Node child in node.GETCHILDREN() do
6: if TRAVERSEAST(child) then
7: return true
8: end if
9: end for

10: return false
11: end procedure

12: procedure ISTAINTED(node)
13: String id← GETIDENTIFIER(node)
14: if taintMap.CONTAINS(id) then
15: return taintMap.GET(id) = 1
16: else
17: boolean polygotEvalTest← node is polyglot.EVAL call
18: boolean secVLiteralTest← node has "secV" literal node as input
19: return polyglotEvalTest ∧ secVLiteralTest
20: end if
21: end procedure

Variable write. This is a statement that assigns a value to a program variable. For example the
JS statement: var x = y + Polyglot.eval("secV", "sInt(4)") inside a function’s scope is considered a
local variable assignment. Similarly, in our illustrative example, statements like
m = polyglot.eval(language="secV", string="sDouble(0.0)"),
c = polyglot.eval(language="secV", string="sDouble(0.0)"), and Y_pred = m * X + c
are variable assignments.

The TRUFFLE instrumentation API provides a generic standard tag operation
StandardTags.WriteVariableTag [149] to identify nodes corresponding to variable write statements
in all TRUFFLE languages. At runtime, POLYTAINT wraps every variable write node and creates a
corresponding variable write event node. The TRUFFLE API makes it possible to obtain a node ob-
ject descriptor [145] which provides the unique name of the program variable being written to, as
well as the corresponding AST node. In the onReturnValue callback of the variable write event node,
POLYTAINT leverages node object descriptors to obtain the exact names of the target program vari-
ables being written to. For example, for the 3 aforementioned variable write statements, the variable
names are respectively m, c and Y_pred.

POLYTAINT uses the variable names to construct the unique String identifiers for these variables. Still
in the onReturnValue callback, POLYTAINT checks the taint map for the presence of m, c and Y_pred. If
they are present, the onReturnValue callback returns. Otherwise, POLYTAINT leverages the TRUFFLE

API to obtain the right-hand side (rhs) expression node associated with the variable write statements.
Algorithm 2 traverses the child nodes of the rhs expressions to check for the presence of any tainted
nodes.

As explained previously, the presence of child nodes corresponding to the polyglot.eval call as well
as the "secV" string literal as one of its input arguments tests positive for a taint source. This will mark
variables m and c as tainted in the taint map, i.e., taint labels of 1 for their identifiers. Similarly, Y_pred
will be marked as tainted due to the presence of tainted variables m and c in the rhs expression involved
in the assignment of Y_pred. If a tainted variable is written in a function, this function is also tagged
as tainted in the taint map. For example, the variable write node corresponding to the statement
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Y_pred = m * X + c is tainted as a result of the presence of tainted variables m and c in the statement,
therefore the enclosing function t rainModel is marked as tainted in the taint map. POLYTAINT calls
getName on the root node object [155] to obtain the unique name of the enclosing function/method
for any instrumented node.

Variable read. This is a statement that reads the value of a program variable. Variable read operations
could occur in an if/else statement, a for loop, a function call via parameters, etc. The TRUFFLE

instrumentation API provides a generic standard tag
StandardTags.ReadVariableTag [149] to identify nodes that correspond to variable read statements
in all TRUFFLE languages.

At run time, POLYTAINT wraps every variable read node and creates a corresponding variable read event
node. The event node’s onReturnValue callback is used to obtain the unique name of the variable being
read from the node object descriptor, and the taint map is checked for the presence of the variable’s
identifier. If a tainted variable is read in a function (e.g., while(i < tainted_variable)), this function
is also tagged as tainted in the taint map. If a tainted function argument is read (e.g., reading the
value of Y_pred in arraySum(Y - Y_pred) on line 24), the function node is tracked as a neutral function
in the taint map (i.e., taint label = 2) if it has not been tagged as tainted. In other words, a taint label
of 1 for tainted/secure function is preferred for the function node over a taint value of 2 for neutral.
As such, arraySum is tagged as a neutral function.

Object field write. This operation assigns a value to an object’s field or property. At the time of
this writing, the TRUFFLE API does not provide standard tags to identify generic object field write
nodes but TRUFFLE languages typically provide language-specific tags to identify such nodes. For
example, TRUFFLE-JS provides the WritePropertyTag [144] to identify object property writes. In
some languages like JS, the global scope is an object and global variables are properties of this object.
As such, global variable writes in JS are instrumented via the WritePropertyTag. Object field writes
are instrumented with object field write event nodes in a similar fashion to variable writes.

Object field read. This operation reads an object’s field or property. Similarly to object field writes,
since there are no generic standard tags yet in the TRUFFLE API to identify object field read nodes,
TRUFFLE languages typically provide language-specific tags like ReadPropertyTag [144] in TRUFFLE-
JS to identify an object field read node. Object field reads are instrumented with object field read event
nodes in a similar fashion to variable reads.

Array element write (resp. read). This is an operation that writes (resp. reads) a value to an array
object, e.g., array[0] = 4 (resp. if(array[3] < 0)). Array element writes
(resp. reads) are instrumented in a similar fashion to object field writes (resp. reads), with array
element write (resp. read) event nodes.

Function call. This is an expression that passes control (and possible arguments) to a function or
method in a program. The TRUFFLE instrumentation API provides a generic standard tag
StandardTags.CallTag [149] to identify language nodes that correspond to guest language functions
and methods in all TRUFFLE languages. At runtime, POLYTAINT wraps every function call node and
creates a corresponding call event node. The call event node’s onReturnValue callback is used to test
first for tainted arguments.

TRUFFLE languages usually provide methods to obtain argument nodes during instrumentation, e.g.,
getArgumentNodes provided by TRUFFLE-JS (JSFunctionCallNode [143]) and
TRUFFLE-Python (PythonCallNode [148]). If an argument node for a function corresponds to a tainted
symbol, e.g., a tainted variable, this function is tagged as neutral in the taint map if it has not been
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tagged as tainted. For example, arraySum is tagged as neutral by virtue of the presence of the tainted
variable Y_pred in the argument expression.

POLYTAINT maintains a list (seen list) that comprises all functions/methods that have been visited
during execution at run time. Every function/method in the list is identified as a PolyTaintFunction
object, which is an instance of PolyTaintFunction class. This class defines attributes representing the
actual function node (i.e., Node object), a list representing the different argument types passed to the
function (e.g., int for trainModel, Object for arraySum, etc.), a String representing the return type
(e.g., double for arraySum, void for trainModel, etc.) of the function, and an integer value representing
the function’s taint label. The onReturnValue callback of every event node contains a VirtualFrame
[142] parameter comprising the actual argument values passed to the instrumented node, e.g., a
function call node, and an Object parameter representing the actual result received after the node
is executed. POLYTAINT leverages these two parameters to obtain the corresponding argument types
passed (if they exist) to every function call node and return types, respectively. The input and return
types are used later on during program partitioning (§5.4.5).

At the end of program instrumentation with POLYTAINT, all application functions which have been
executed at run time (in the seen list), but have not been tagged as trusted/tainted or neutral in the
taint map are considered untrusted functions. As such, for our illustrative example, after instrumen-
tation, we should have set T : trainModel, set N : arraySum, and set U: readXData and readYData.
This information is then passed to the program partitioner which builds two programs representing
the trusted and untrusted partitions of the instrumented program.

4.4.4 Program partitioning

The aim of the partitioning stage is to separate the original program into two parts: a trusted part
which executes inside the enclave and comprises functions T ∪N , and an untrusted part which exe-
cutes outside the enclave and comprises U ∪N . By removing the U functions from the enclave, we
reduce the size of the TCB. Furthermore, eliminating U functions also eliminates any functions of the
language runtime’s system libraries invoked by U , which are often very large.

In order to interpret the ASTs of the N and T functions inside the enclave at run time, we have to
also embed the corresponding TRUFFLE language interpreter in the enclave. However, TRUFFLE is
written in Java, which means that we need a Java runtime inside the enclave to execute the TRUFFLE

interpreter. Since embedding a full JVM with its system library inside the enclave would increase
the size and the attack surface of the TCB to an unacceptable degree, we choose to base the design
of our partitioning tool on native images, covered previously in Chapter 2 (§2.2.2) and Chapter 3
(§3.2). GRAALVM’s native-image tool makes it possible to include only reachable program elements
(i.e., methods, classes, and fields) into the resulting native image, making it suitable for restricted
environments like Intel SGX enclaves. Any unused classes in the TRUFFLE interpreters or GRAALVM’s
runtime components (e.g., garbage collector) are pruned out of the native images. The remainder of
this section describes our partitioning approach.

4.4.4.1 Generated functions

GRAALVM AOT only supports compiling Java applications to create native images (i.e., no JS, Python,
etc.), therefore, we need to find a way to run the partitioned guest application code (implemented
in JS, Python, etc.) via native images. To achieve this, the partitioner3 leverages TRUFFLE’s polyglot
API to embed the guest code inside two Java programs: Trusted.java for the trusted partition and

3 SecV’s program partitioner

https://gitlab.com/Yuhala/generic-tools/-/blob/ast-traversal/polytaint/src/main/java/com/oracle/truffle/polyt/partitioner/Partitioner.java?ref_type=heads
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Untrusted.java for the untrusted partition. This is done by creating static Java methods that corre-
spond to each of the methods seen during taint analysis (i.e., T , N , and U). These static methods
simply execute the corresponding ASTs of the guest functions they represent.

For instance, Listing 11 illustrates how the AST of a JS function multi can be executed from within a
Java application, and how a Java method hello can be executed from within a JS program.

1 import org.graalvm.polyglot.*;
2 public class Example {
3 public static void main(String[] args) {
4 Context ctx = Context.newBuilder().allowAllAccess(true).build();
5 Value jsMulti = ctx.eval("js", "(function multi(a, b){return a*b;})");
6 Value res = jsMulti.execute(6, 7);
7 System.out.println(res); // prints 42 in Java scope
8 Value javaHello = ctx.asValue(Polyglot.class).getMember("static").getMember("hello");
9 String jsStringFunc = "function jsHello(javaHello){javaHello();}jsHello;"

10 Value jsFunction = ctx.eval("js", jsStringFunc);
11 jsFunction.execute(javaHello); // prints "Hello Java" in js scope
12 }
13 public static void hello() {
14 System.out.println("Hello Java");
15 }
16 }

Listing 11: Java host and guest JS interaction via polyglot API.

Using the same idea outlined in Listing 11, Trusted.java therefore comprises static Java methods
for trainModel, arraySum, readXData and readYData. The static Java methods for trainModel and
arraySum execute the corresponding AST code, i.e., the actual guest source code for those functions,
while the static Java methods for readXData and readYData (proxy methods) perform ocall transi-
tions to execute the real methods in the untrusted partition (see below). The actual source code of
a function is obtained via the getSourceSection method [155] of the TRUFFLE Node class. This is
illustrated by Listing 12.

1 public class Trusted {
2 Context ctx = Context.newBuilder().allowAllAccess(true).build();
3 public static void trainModel(int iter){
4 Value arraySumVal = ctx.asValue(Trusted.class).
5 getMember("static").getMember("arraySum");
6 ctx.eval("python", "// trainModel code").
7 execute(iter, arraySumVal, ...);
8 }
9 public static double arraySum(Object array){

10 double ret = ctx.eval("python", "// arraySum code").
11 execute(array).asDouble();
12 return ret;
13 }
14 public static Object readXData(int n){
15 ocall_readXData(n);
16 }
17 ...
18 }

Listing 12: Trusted.java after partitioning

Similarly, Untrusted.java comprises static Java methods for trainModel, arraySum,
readXData and readYData. The static Java methods for readXData, readYData and
arraySum execute the corresponding AST code for those functions while the static Java method for
trainModel performs an ecall transition to execute the method in the trusted partition. Listing 13
exemplifies this.

1 public class Untrusted {
2 Context ctx = Context.newBuilder().allowAllAccess(true).build();
3 public static Object readXData(int n) {
4 return ctx.eval("python","// readXData code here").execute(n);
5 }
6 public static void trainModel(int n) {
7 ecall_trainModel(n);
8 }
9 ...

10 }

Listing 13: Untrusted.java after partitioning
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4.4.4.2 Transition between the partitions

With our program partitioned, we must allow communication between the two partitions. That is,
how does a Java method in Trusted.java (i.e., the trusted partition) invoke another Java method in
Untrusted.java (i.e., the untrusted partition)?

To achieve this, we leverage GRAALVM C entry points [141, 225]. As covered in the previous chapter,
these are special Java methods in a native image program which are callable from a regular C/C++
program or another native image. As such, C entry point methods can act as relays between the
trusted and untrusted partitions. That is, a proxy function in partition-x can invoke the corresponding
real static method (m) in the opposite partition-y if there is a C entry point method for m in partition-
y .

For the trusted partition (i.e., Trusted.java), the program partitioner generates C entry point meth-
ods corresponding to all the trusted functions. These entry point methods are the target of ecalls
from the untrusted code calling a trusted function in the final SGX application. Similarly, for the
untrusted partition (i.e., Untrusted.java), C entry point methods are generated for the untrusted
functions. These entry point methods are the target of ocalls from the trusted partition calling an
untrusted function.

4.4.4.3 Serialisation

Because objects cannot be sent across an enclave boundary [30, 225], any static methods that have
non-primitive input or return types (e.g., arrays, strings, etc.) to be transferred across the enclave
serialise the input or return values into a byte array. The byte array is then marshalled across
the enclave boundary in the corresponding ecall or ocall, and deserialised on the opposite side
into a Java Object. Serialisation and deserialisation are done using Java’s ObjectOutputStream and
ObjectInputStream [146] classes, respectively.

1 public class Trusted {
2 // proxy method for readXData
3 public static Object readXData(int n) {
4 byte[] bytes = ocall_readXData(n); // invoke ocall
5 Object xdata = deserialise(bytes);
6 return xdata; // can be accessed in any guest scope
7 }
8 }

9 public class Untrusted {
10 public static Object readXData(int n) {// real readXData method
11 Object xdata = read(...);
12 byte[] bytes = serialise(xdata);
13 return bytes;
14 }
15 }

Listing 14: Serialising and deserialising data that is transferred across the enclave boundary.

4.4.4.4 Execution of a function

Thanks to native image, the trusted and the untrusted partitions execute the (binary) compiled version
of the corresponding TRUFFLE guest language interpreter at runtime. At runtime, the guest language
interpreter parses the string that represents the guest code, builds the AST, and executes it. When
the AST of a function f contains a call to another function g, the symbol table of the interpreter may
not contain the symbol g. In that case, the TRUFFLE API leverages Java reflection to find a static Java
method that corresponds to the symbol g and executes it. As an example, in Listing 11, Java reflection
is used to expose the Java function javaHello (or the JS function multi) to TRUFFLE interpreter when
executing jsHello.
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Partitioning tool Supported languages Frameworks used + LoC Tool’s LoC

Civet Java SOOT + Phosphor (≈ 421K LoC) 6,870
Montsalvat Java Javassist (≈ 38K LoC) 3,500
Glamdring C Frama-C + Program slicer (≈ 90K LoC) 5,000
SECV JS, Python, R, etc. Truffle (≈ 276K LoC) 4,880

Table 4.1: Total lines of code for existing partitioning tools and their underlying frameworks.

4.4.5 Building native images and the SGX program

The aim of the native image generator is to AOT compile Trusted.java and Untrusted.java
into relocatable object files (trusted.o and untrusted.o respectively). When building a native
image, GRAALVM makes it possible to provide which guest language implementations (i.e., the
TRUFFLE interpreters) should be made available in the resulting native image. In the case of SECV,
all guest languages involved in the partitioned program are provided as inputs to the native image
generator. This tool performs static analysis [211] to determine the reachable Java elements, i.e.,
the classes, methods, and objects from the Java program that is being compiled and the TRUFFLE lan-
guage implementations that are required to run the corresponding Java programs. These reachable
components are then AOT compiled into native images: trusted.o and untrusted.o.

It is worth noting that the native image builder does not AOT compile guest language code (e.g.,
JS, Python, etc.) that is embedded in the Java programs. Indeed, the guest language code will be
interpreted or JIT compiled by GRAALVM at run time. The ecall and ocall definitions are compiled
into object files and linked with trusted.o and untrusted.o, as well as SGX C/C++ library code,
to create the final Intel SGX application. A small shim library is included inside the enclave which
seamlessly relays unsupported system calls (e.g., read, write, etc.) to the untrusted runtime via ocalls,
which perform the real system calls and return the results back to the enclave.

4.5 E VA LUAT I O N

The experimental evaluation of SECV seeks to answer the following research questions:

Q1: What is the implementation effort for a multi-language tool (i.e., SECV) as compared to
language-specific tools? (§4.5.2)

Q2: What is the cost of injecting SECV nodes into a program AST? (§4.5.3)
Q3: What is the cost of taint tracking with POLYTAINT? (§4.5.4)
Q4: How does partitioning affect application performance? (§4.5.5)
Q5: What degree of TCB reduction is achieved by SECV? (§5.6.4)

4.5.1 Experimental setup

Our evaluation is conducted on a server equipped with a quad-core Intel Xeon E3-1270 CPU clocked
at 3.80 GHz, and 64 GB of DRAM. The processor has 32 KB L1 instruction and data caches, a 256 KB
L2 cache, and a 8 MB L3 cache. The server runs Ubuntu 18.04.1 LTS 64 bit and Linux 4.15.0-142. We
run the Intel SGX platform software with version 2.16 of the SDK and and version 2.14 of the driver.
The EPC size on this server is 128 MB, of which 93.5 MB is usable by enclaves. The enclaves have max-
imum heap sizes of 8 GB and stack sizes of 8 MB. All native images are built with a maximum heap size
of 4 GB. We use GRAALVM version 22.1.0. All reported measurements are averaged over 5 runs.
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Figure 4.6: Cost of using secure values in JS and Python programs.

4.5.2 Implementation efforts

Q1: what is the implementation effort for a multi-language tool as compared to language-specific
tools?

Table 4.1 reports the total number of lines of code for various enclave code partitioning tools, as well
as the LoC for the underlying frameworks used by these tools. We observe that SECV’s code base is
≈ 1.41× and≈ 1.02× smaller as compared to the full code bases of Civet and Glamdring, respectively.
We argue that the SECV approach is better in terms of code simplicity (leverages a single self-contained
framework) and efficiency (achieves the desired functionality with fewer lines of code). Furthermore,
SECV provides a single extensible multi-language system in relatively fewer LoC, contrary to the other
tools which are language specific.

4.5.3 Overhead of SecV nodes

Q2: what is the cost of injecting SECV nodes into a program’s AST?

The goal of this experiment is to measure the overhead caused by the use of secure nodes in a polyglot
program. In this regard, we generate synthetic programs in JS and Python that comprise functions
with varying numbers of variables that receive secure values (e.g., secure int, double values) via
the polyglot API. We compare the run time of the functions with a similar setup where the functions
define regular values, i.e., no injection of SECV nodes via the polyglot API. Figure 4.6 shows the results
obtained for different value types used.

Observation. For JS programs, using sInt variables is ≈ 1.05× slower on average as compared to
using regular integer variables without the polyglot API. Moreover, using sDouble variables is≈ 1.04×
slower on average as compared to using regular double type variables without the polyglot API. For
Python programs, using sInt variables is≈ 1.14× slower on average as compared to using regular int
type variables without the polyglot API. Furthermore, using sDouble variables in Python is ≈ 1.11×
slower on average as compared to using regular double type variables.

Discussion. For both JS and Python, using SECV nodes involves calls to the TRUFFLE polyglot API, as
opposed to defining regular program variables for which there is no intermediate API involved. This
explains the additional cost when introducing secure values in the program. In practice, programs
will typically define few secure variables leading to a small overhead relative to the total runtime cost
of the full program
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Figure 4.7: Cost of taint tracking with POLYTAINT for JS and Python.

Take-away 1

The cost of injecting secure nodes into a program’s AST is small.

4.5.4 Overhead of taint tracking

Q3: what is the cost of taint tracking with POLYTAINT?

In this experiment, we aim to measure the performance of taint tracking with POLYTAINT. To that
end, we generate synthetic polyglot programs in JS and Python. The synthetic programs consist of a
varying number of functions that all perform a bubble sort on a SECV array of 1,000 randomly gener-
ated numbers. We chose a bubble sort algorithm here because it performs many variable read/write
operations, which trigger the creation of taint tracking instrumentation nodes in POLYTAINT. The pro-
grams run on GRAALVM using their corresponding TRUFFLE interpreters, with or without POLYTAINT

taint tracking enabled. Figure 4.7 shows the comparative performance of both setups.

Observation. The experimental results show that the JS program running with POLYTAINT taint track-
ing enabled is ≈ 1.56× slower when compared to the JS program running without taint tracking
enabled. Similarly, for the Python program running with POLYTAINT taint tracking enabled, it is
≈ 1.31× slower on average when compared to the variant without taint tracking enabled.

Discussion. For both JS and Python programs, POLYTAINT introduces more nodes (i.e., wrappers and
execution event nodes) to their ASTs during instrumentation. As seen in §4.4.3, those nodes perform
operations to track tainted variables, which explains the performance drop (i.e., longer run time)
when taint tracking is enabled, as compared to the variants where the programs run without any
taint tracking.

Take-away 2

Taint tracking via AST instrumentation introduces overhead at run time. This overhead is due
to the additional operations performed by instrumentation nodes introduced in the program’s
AST.
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Figure 4.8: Effect of program partitioning on a generic synthetic program.

4.5.5 Effect of partitioning on performance

Q4: how does partitioning affect application performance?

To study the impact of partitioning on application performance with SECV, we first use a synthetic
polyglot benchmark written in JS. We then partition two real-world applications that implement the
PageRank algorithm [3] and the linear regression ML algorithm [216].

Synthetic benchmark. Our synthetic benchmark is a JS program that comprises 100 functions that
each perform a bubble sort on a local array variable of size 100. We leverage secure values (secure
array or regular array) in a varying percentage of the functions, analyse the polyglot programs with
POLYTAINT and partition these programs for enclaves. The purpose of our synthetic benchmark is to
highlight the effect of partitioning on a generic program. Figure 4.8 shows the results.

We observe that as more functions are partitioned out of the enclave, the overall performance of the
program improves. This is explained firstly by the reduced number of libc-related ocalls performed
by the embedded GRAALVM runtime components (language interpreters, GC, etc.), and secondly by
the fact that we have less overhead due to enclave data encryption-decryption operations to and from
the EPC by the MEE [225].

Take-away 3

Enclave performance improves as more computations are delegated to the untrusted side. This
is due to less expensive enclave context switches, e.g., via ocalls, as well as less expensive
enclave-related cryptographic operations.

We have observed the effect of partitioning on a generic synthetic program. We now leverage SECV
to partition real-world applications. For these applications, we evaluate 3 modes for running the
programs: entirely inside the enclave (no-part), as a normal polyglot native image without SGX
(native), and as a partitioned native image using SECV (part). The partitioning scheme adopted
for each application is not necessarily realistic, but aims to highlight and explain the performance
improvement obtained after partitioning.

PageRank. PageRank [3] is a popular algorithm that is used in graph processing frameworks [93] to
weigh the relative importance of nodes (i.e., node ranks) in a directed graph. One could envision a
scenario where the node ranks are to be secured within an enclave. We leverage SECV to partition a
PageRank program with the node rank data structure (a secure array) tagged as a secure variable. The
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Figure 4.9: Results for partitioning the PageRank and Linear Regression programs.

PageRank program comprises a function to generate a directed graph and obtain the corresponding
adjacency list (graph pre-processing), and other functions which use the adjacency list to perform the
PageRank algorithm. The graphs are generated using the RMAT algorithm [17], and all graphs with
n vertices have 2 · n edges. Figure 4.9 (a) shows the results obtained when running partitioned and
unpartitioned versions of PageRank with varying graph sizes.

Observation. The partitioned version of the PageRank program is ≈ 1.12× faster on average (i.e.,
about 10.8% performance improvement) as compared to the unpartitioned version. Furthermore, we
have on average ≈ 2.53× fewer ocalls in the partitioned program as compared to the unpartitioned
one. The native version of the program (i.e., no SGX) is ≈ 6.85× and 6.17× faster on average as
compared to the unpartitioned and partitioned versions, respectively.

Discussion. After partitioning the program, the functions responsible for graph generation and pre-
processing are moved to the untrusted partition, while those that perform the PageRank algorithm to
obtain node ranks remain in the trusted partition. At runtime, the pre-processed graph (in the form of
an adjacency list) is serialised in the untrusted partition and marshalled into the enclave (see §4.4.4.3)
via an ocall. It is then deserialised to recreate the adjacency list object which is used by the in-enclave
PageRank algorithm to compute the final page ranks. The computations outside the enclave runtime
do not incur expensive context switches via ocalls, or SGX-related cryptographic operations. That
explains the performance improvement as well as the reduced number of ocalls in the partitioned
version as compared to running the full program inside the enclave. This also explains why the native
application is fastest: no SGX-related cryptographic operations, no enclave context switches, and less
memory restrictions (the enclave has only ≈ 93.5MB of memory). However, it is the least secure of
all.

Linear regression. Securing ML models with TEEs is common [223, 122]. We aim to partition a
linear regression program for an enclave runtime. Similar to PageRank, a linear regression program
typically consists of functions to read and pre-process (i.e., normalisation and standardisation) the
input datasets to be used, and other functions which use the dataset to train the ML model. We
leverage SECV to specify secure variables (i.e., m and c in Listing 8), analyse and partition the linear
regression program. Figure 4.9 (b) shows the results when the linear regression model is trained for
100 training iterations for partitioned and unpartitioned versions of the program.

Observation. The partitioned version of the linear regression program is ≈ 1.17× faster on average
(i.e., about 14.5% performance improvement) as compared to the unpartitioned version. Moreover,
we have on average ≈ 1.36× fewer ocalls in the partitioned program when compared to the un-
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Table 4.2: Size in LoC of in-enclave components for SECV and a LibOS-based system.

Component ≈ LoC SECV LibOS

TruffleJS 236,340 3 3

GraalPython 1,231,920 3 3

SecV node generator 1280 3 7

SubstrateVM 210,780 3 7

Shim library 11,600 3 7

JVM 593,159 7 3

JNI runtime libraries 423,303 7 3

Gramine 40,540 7 3

GNU libc 2.19 1,008,780 7 3

Total LoC (JS) 460,000 2,302,122
Total LoC (Python) 1,455,580 3,297,702

partitioned one. The native version of the program is ≈ 4.73× and 4.04× faster on average when
compared to the unpartitioned and partitioned versions, respectively.

Discussion. After program partitioning, the functions for data generation and pre-processing (which
do not access m and c) are partitioned out of the enclave, while the trusted functions that train the
model (and hence access the secure values m and c) are part of the enclave partition. At runtime,
dataset pre-processing is done in the untrusted partition; this entails standardising both the X and
Y datasets. The standardised datasets (arrays) are then serialised and marshalled into the enclave
runtime via ocalls, deserialised inside the enclave, and used to train the linear regression model. By
offloading the data generation and pre-processing phases to the untrusted runtime, the enclave is re-
lieved of expensive computations, which leads to an overall improvement in application performance
when compared to running the full program inside the enclave. Similar to PageRank, partitioning
introduces overhead for data serialisation and deserialisation, but this overhead is offset by the per-
formance gain from performing some computations outside (i.e., no expensive ocalls), rather than
inside the enclave.

4.5.6 TCB analysis

Q5: what degree of TCB reduction is achieved by SECV?

We conduct a TCB analysis of our system along two dimensions. First, we compare the TCB of SECV
to a LibOS-based approach that incorporates the JVM within the enclave. We evaluate the number of
lines of code for the in-enclave components in both approaches. SECV leverages GraalVM’s Substrat-
eVM (SVM) [134] to provide runtime components for the AOT compiled native images, and a small
shim library to relay unsupported libc calls to the untrusted runtime. The LibOS-based approach
relies on Gramine (formerly Graphene-SGX) v1.1 [163] and OpenJDK8 JVM. For both SECV and the
LibOS-based system, we employ the same Truffle-based interpreters: TruffleJS and GraalPython for
JavaScript and Python respectively. The results are outlined in Table 4.2. We observe that SECV
achieves 5× and 2.3× reduction in TCB (in LoC) for JavaScript and Python programs respectively,
when compared to a LibOS-based system where the LibOS, JVM, libc, as well as interpreters are
included inside the enclave. It is important to note that the actual size (in LoC) of the in-enclave
components (e.g., TruffleJS, GraalPython) may be less due to pruning during native image building.
Nevertheless, we consider the total number of LoC (i.e., the maximum value) in our evaluation be-
cause the actual value is difficult to obtain in practice. Conversely, the full component is included in
the enclave with the LibOS-based approach.
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Subsequently, for each partitioned application, we evaluate the size of the in-enclave components be-
fore and after partitioning with SECV. This further reduces the TCB by excluding untrusted functions
from the enclave. In the case of PageRank, the in-enclave application code is reduced from 200 to
106 LoC. For the linear regression program, the in-enclave application code is reduced from 145 to
115 LoC.

Take-away 4

SECV achieves up to 5× TCB reduction with respect to a LibOS-based approach. This is at-
tributed mainly to the absence of the full JVM, LibOS, and C standard libraries in the enclave.

4.6 L I M I TAT I O N S O F O U R D E S I G N

Limited code coverage. The present design of SECV is based on a purely dynamic program analysis
approach, where programs are run once during the development phase to deduce the set of trusted
(T), neutral (N), and untrusted (U) functions, which are then used to create the trusted and untrusted
partitions. However, this design provides limited code coverage, potentially leaving security-sensitive
code out of the enclave; limited code coverage is a fundamental limitation of most dynamic analysis
tools [88]. To address this problem, static analysis can be applied, but it has major drawbacks. Firstly,
it performs an over-approximation of the code to be tainted (due to polymorphism), which leads to a
larger TCB. Secondly, Truffle ASTs exist only at runtime, making static analysis infeasible. Ultimately,
a mixture of both static and dynamic taint analysis techniques could be a reasonable compromise.
We leave this as future work.

Application termination. During analysis, different program runs (with varying inputs) could result
in different execution paths being taken at runtime. This could in turn result in different (and possibly
conflicting) sets for T , N , and U . From a security perspective, such a scenario may lead to secure
values being leaked to the untrusted partition at runtime. In our prototype implementation, we avoid
this problem by checking if a value is secure just before serialising it in in-enclave proxies. Thanks to
this check, in the worst case, the application will terminate with an error, but will not let a secure value
escape the enclave. Running multiple tests or using symbolic execution could decrease the probability
of terminating the program. Similarly, we leave this implementation as future work.

4.7 R E L AT E D W O R K

We classify related work into 3 categories: (i) tools that run full, unmodified applications inside
enclaves, (ii) taint tracking tools, and (iii) code partitioning tools.

Running full applications inside enclaves. Various tools like SCONE [7], Graphene-SGX [195],
TWINE [117], and SGX-LKL [160] propose solutions to run entire legacy applications inside enclaves.
Their approach severely increases the size of the TCB, at the risk of added security vulnerabilities.
SECV provides a generic solution to partition applications for enclaves while trying to keep the TCB
as small as possible.

Taint tracking tools. Several tools exist for taint tracking. Phosphor [12] is a dynamic taint tracking
tool for Java programs, while Dytan [24] performs taint tracking in x86 binaries. TAJ [191] provides
efficient static taint analysis for Java applications. [180] provide a tool to extract taint specifications
for JavaScript libraries. However, these tools are language-specific (i.e., only for Java, only for x86
assembly code, JS, etc.) and cannot be readily leveraged to analyse code in different languages. SECV



4.8 Summary 65

bridges this gap with a multi-language taint tracking approach. TruffleTaint [92] leverages the TRUF-
FLE framework to provide a language-agnostic platform to build dynamic taint analysis applications.
While we leverage very similar instrumentation techniques, we provide a novel way to specify sen-
sitive values through the introduction of secure AST nodes, and leverage these to partition code for
the enclave runtime in a language-agnostic fashion.

Language specific partitioning tools. Several tools have been proposed to partition code written
in specific languages for enclaves. Glamdring [104] provides a technique to automatically partition
C applications, while Montsalvat [225], Civet [197], and Uranus [79] propose solutions to partition
Java applications for Intel SGX enclaves. Similarly, these partitioning tools are language-specific.
SECV provides a multi-language technique to partition programs for enclaves.

4.8 S U M M A RY

This chapter introduced SECV, a multi-language approach to analyse and partition programs for In-
tel SGX enclaves. SECV provides generic secure nodes that serve as multi-language annotations for
sensitive data. SECV provides a dynamic taint tracking tool, POLYTAINT, which tracks the flow of sen-
sitive data from secure nodes in a program at run time, and partitions the program into trusted and
untrusted parts which are executed in and out of the secure enclave respectively. The experimental
evaluation of SECV shows TCB reduction can be achieved in a program without any performance
degradation.
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Secure Peripheral I/O with TEEs

The tools proposed so far focused on enhancing security in server-end environments. This chapter,
however, aims to tackle security and privacy issues in client-end internet of things (IoT) setups, where
vast amounts of security- and privacy-sensitive data are generated. While TEE technologies like Arm
TrustZone have the potential to mitigate these issues, the development of high-level frameworks
that leverage these technologies is still at an early phase. We aim to bridge this gap by designing
and implementing a holistic and generic TEE-based solution for safeguarding peripheral data in IoT
setups. We provide a generic partitioning blueprint to assist developers in adapting peripheral device
drivers for TEEs.
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5.1 I N T R O D U C T I O N

The Internet of Things (IoT) [8] concept has gained tremendous popularity in recent years. In broad
terms, IoT refers to the network of smart devices capable of collecting, processing, and exchanging
data over the internet. IoT has vast applications across various domains, including smart homes,
healthcare, agriculture, industrial automation, and enables a wide range of possibilities, such as re-
motely controlling devices, monitoring environmental conditions, improving efficiency and enhanc-
ing safety.

The nature of interconnected devices and the vast amounts of data generated [4] has led to several
security and privacy concerns. For instance, in smart homes, large amounts of sensitive data are
constantly generated through sensors and hardware peripheral devices, e.g., cameras, microphones.
This data is usually transmitted to untrusted cloud services and third-party providers, oftentimes with
little regard to the confidentiality of the shared data. The involvement of multiple parties introduces
privacy issues, as the data could be used for purposes beyond the user’s knowledge or control. For
example, in July 2019, more than 1000 Google Assistant recordings were involuntarily leaked [55,
27], with part of these recordings activated accidentally by users. Furthermore, privileged software
like the underlying operating system (OS) or hypervisor can be compromised [94, 200], potentially
leading to data breaches or unauthorised access to sensitive data.

TEE technologies have the capability to mitigate these security threats. Contrary to cloud-based
systems which employ TEEs like SGX, TDX, and SEV, IoT systems are typically located on the edge,
and leverage TEEs like Arm TrustZone. Although TrustZone-based frameworks like OP-TEE [192]
have been leveraged to secure both user and kernel level applications in IoT setups, a holistic solution
for safeguarding peripheral data remains absent.

This work aims to fill this gap by proposing FORTRESS, a robust and comprehensive framework to
enhance security and privacy in IoT infrastructures. Our approach involves restricting peripheral
I/O memory to a secure kernel space TEE, providing access only to a small part of peripheral driver
code while isolating peripheral data from an untrusted OS or hypervisor. The data is then securely
transferred to a user space TEE, where obfuscation or data sanitisation techniques can be applied to
encrypt or remove sensitive information before it is transmitted to an untrusted cloud environment.
As outlined in §5.7, the practical applications of this security framework extend to diverse contexts
such as smart homes, medical IoT, retail IoT, amongst many others. In summary, the contributions of
this work are as follows:

• A design to secure IoT peripheral data using Arm TrustZone.
• A generic approach to partition peripheral drivers for Arm TrustZone.
• A proof-of-concept implementation of our design using I2S (inter-ic sound) based peripherals

on ARMv8-A, demonstrating the feasibility of the proposed approach.
• A comprehensive evaluation of our system, which shows that privacy is achieved at a reasonable

cost.

5.2 B A C K G R O U N D

This work relies on Arm TrustZone, the predominant TEE technology in low-power devices at the
edge, commonly found in IoT setups, e.g., home automation systems, smart sensors, etc. TrustZone
essentially divides the processor into a secure world and a normal world, dedicated to executing
sensitive and non-sensitive operations, respectively. The transitions between these two worlds are
managed by a specialized software known as the secure monitor, via secure monitor calls (SMCs). We
provide a comprehensive overview of TrustZone’s architecture in Chapter 2 (§2.1.3). To simplify the
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development of secure applications based on TEE technologies like TrustZone, the tool open portable
TEE (OP-TEE) was developed.

5.2.1 Open Portable TEE (OP-TEE)

OP-TEE [192] is a software framework that implements a trusted execution environment for
TrustZone. OP-TEE is compliant with the GlobalPlatform TEE Internal/Client API specification
v1.0 [51], and consists of three main components: OP-TEE client, OP-TEE OS, and OP-TEE Linux
driver, as illustrated in Figure 5.1. OP-TEE client offers an API that allows applications in the normal
world, also known as client applications (CAs), to interact with applications running in the secure
world, known as trusted applications (TAs). Specifically, the CAs operate within a rich execution
environment (REE), i.e., in the regular OS at the EL0 level, while TAs execute in the secure world
inside the TEE, at the S-EL0 level. OP-TEE Linux driver is a kernel-space component operating in
the normal world OS (at EL1) which facilitates transitions between normal and secure worlds. In
the presence of a hypervisor, the SMC from a guest kernel traps into the hypervisor and the latter
performs the SMC on behalf of the former. OP-TEE OS is an OS designed to run in the secure world
(at S-EL1). It provides generic OS-level functions like interrupt handling, thread handling, crypto
services, and shared memory. OP-TEE OS implements the GlobalPlatform TEE Internal Core API, and
provides an interface called a pseudo trusted application (PTA) which TAs can use to communicate
with OP-TEE OS.

5.2.2 MMIO and DMA

Contemporary computer systems and IoT devices comprise peripheral devices, e.g., keyboard,
mouse, camera, microphone, fingerprint sensors, aimed to provide I/O capabilities. These peripheral
devices generate vast amounts of data that could be sensitive. Dedicated system software called
device drivers enable the OS kernel to interact with these peripherals, and hence the corresponding
data. As illustrated in Figure 5.2, the job of a typical device driver is, for the most part, reading or
writing I/O memory [29]. This is commonly achieved through mechanisms like MMIO and DMA,
which we detail next.
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          t egr a_i 2s1:  i 2s@2901000 {
compat i bl e = " nvi di a, t egr a194- i 2s" , " nvi di a, t egr a210- i 2s" ;
r eg = <0x2901000 0x100>;
cl ocks = <&bpmp TEGRA194_CLK_I 2S1>, <&bpmp TEGRA194_CLK_I 2S1_SYNC_I NPUT>;
cl ock- names = " i 2s" ,  " sync_i nput " ;
. . .

            sound- name- pr ef i x = " I 2S1" ;
st at us = " okay" ;

} ;

Figure 5.3: Device tree node for an I2S interface on Tegra 194 SoC.

MMIO. It is a method of performing I/O between the CPU and a peripheral device by mapping
the peripheral’s I/O registers into the CPU’s address space. As such, processor load/store instruc-
tions on mapped addresses translate to load/store operations on the corresponding I/O registers in
physical memory. The Linux kernel on 64-bit ARM platforms provides MMIO access primitives like
ioreadX/iowriteX which read and write X bits of data from and to an I/O register, respectively. For
example, ioread8(reg) and iowrite8(reg,val) read and write 8 bits of data from and to a memory-
mapped register, respectively.

DMA. It is a mechanism used by peripheral devices to transfer I/O data to and from main memory
bypassing the processor [29]. A specialised hardware component, i.e., the DMA controller, coordinates
the DMA data transfer, and generates an interrupt request to the CPU upon DMA completion.

MMIO or DMA memory for a particular peripheral device is usually associated with a base address and
size, which indicate respectively the base address in physical memory, and the size of the contiguous
portion of memory used by the data transfer mechanism. The peripheral’s specifications provides
information regarding base addresses, sizes, and the offsets for all useful registers and DMA regions.
The details regarding all hardware devices on a system are described in a data structure called the
device tree (DT). The DT contains nodes describing all the hardware on a system, including CPUs,
memory, clocks, and peripheral devices like I2S, Ethernet cards, etc. For example, Figure 5.3 repre-
sents a node in the DT of an Nvidia Jetson AGX Xavier kit describing an I2S peripheral’s properties,
such as the base address in memory (0x2901000) and size (0x100). The DT is read by the kernel at
boot time.

As outlined in Chapter 2 (§2.1.3), TrustZone provides an address space controller, TrustZone address
space controller (TZASC), which can be leveraged to restrict memory regions (e.g., those used by
MMIO or DMA) in the trusted world.
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5.3 T H R E AT M O D E L

FORTRESS has four main security goals, aimed to guarantee the confidentiality and integrity of sensi-
tive data (e.g., images, voice recordings) originating from IoT peripherals before its transmission to
the cloud:

G1: Protect the confidentiality of peripheral data from the underlying OS or hypervisor.
G2: Ensure a trusted path between kernel space where the data is originally obtained to secure user

space where data processing (e.g., encoding, decoding, filtering) occurs.
G3: Ensure the confidentiality (and integrity) of sensitive peripheral data transferred to the cloud,

or complete removal of sensitive data from the data stream.
G4: Minimise the trusted computing base and hence the potential attack surface.

Hardware. We assume that the underlying hardware itself is not malicious and cannot be tampered
with by the adversary. FORTRESS shields existing peripherical devices connected to the SoC, and
does not consider the connection of new components, i.e., the adversary’s goal is to access sensitive
data of already connected peripherals, typically via MMIO or DMA. Denial-of-service attacks (e.g.,
maliciously shutting down the system) as well as side-channel vulnerabilities [107] are considered
out-of-scope.

Software. The on-die boot ROM and intermediate firmware, as well as OP-TEE are considered
trusted components, which permit establishment of a chain-of-trust during a secure boot process. We
assume the peripheral’s hardware components information, e.g., MMIO or DMA physical addresses,
is encapsulated in a device tree file that is signed and verified while establishing the chain-of-trust,
preventing a potential attacker from misconfiguring the device. All other software on the system is
considered untrusted.

Third-party. All entities outside the hardware perimeter of the SoC, such as the cloud providers in
the IoT setup (e.g., AWS IoT [9]) to which potentially sensitive peripheral data is transmitted, are
considered untrusted.
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5.4 FORTRESS ARCHITECTURE

5.4.1 Overview

In this section, we present the architecture and design of FORTRESS, and show how its compo-
nents interact to achieve the security goals outlined in §6.5.

The workflow of FORTRESS is summarised in Figure 6.5. At system initialisation, the secure boot
process authenticates system boot components, e.g., OP-TEE OS image, DT files. TZASC is then used
to configure peripheral MMIO and DMA memory regions to be accessible to the secure world only
(Ê). After system setup, a peripheral device, e.g., microphone or camera which constitutes a smart
home/IoT setup, generates potentially sensitive data, i.e., speech or visual data (Ë). In a regular setup,
the device driver software is part of the untrusted OS, thus leaking sensitive data. In FORTRESS, the
driver is partitioned into trusted and untrusted parts, which respectively execute in the secure and
normal world. The trusted part is embedded in the OP-TEE OS kernel, and has exclusive access to the
generated peripheral data, which is read into secure I/O buffers (Ì). The sensitive data is securely
processed by the trusted driver, after which it is transferred to a trusted application via the PTA
interface (Í–Î). The TA comprises a data obfuscator that acts as a firewall, encrypting or filtering
out any sensitive information (Ï). Converting human speech into a finite set of voice commands is a
typical example of stripping potentially sensitive information. Finally, the reviewed data is sent to an
untrusted cloud service via a relay module in the TA (Ð–Ñ). The relay module leverages a Linux user-
space daemon called the TEE supplicant to provide OS-level services such as network communication
or storage.

We create a proof-of-concept implementation of this approach with secure sound processing via I2S,
a serial communication protocol commonly used to transmit audio data between integrated circuits
(ICs). Figure 5.5 provides an overview of the I2S protocol: One IC, i.e., SoC (master) controls data
transfer by manipulating two clock lines: the left-right clock to specify the audio channel (L=0;R=1),
and the bit clock to specify if data can be sent (1) or not (0). The second IC, i.e., I2S microphone
(slave) sends data bits (via MMIO or DMA) for the corresponding channel each time the bit clock is
set.

5.4.2 System initialisation and peripheral memory isolation

Secure boot. To ensure the authenticity and integrity of trusted system components, Arm
TrustZone supports trusted board boot (TBB) [6]. The latter establishes a chain-of-trust consisting
of several stages of integrity verifications, starting from the boot ROM and extending through
various bootloader stages, the Arm trusted firmware (containing the secure monitor), and OP-TEE
OS components. During the deployment phase, critical components of the TCB, such as OP-TEE OS,
device tree files, and TAs undergo cryptographic signing (using SHA-256) with a private key. The
secure boot process uses the corresponding public key to verify the signatures of these components.
By verifying the integrity of OP-TEE OS, this in turn ensures the integrity of FORTRESS’s trusted
peripheral driver, as well as device tree files containing peripheral I/O registers.

Memory isolation. To safeguard peripheral data from unauthorised access by untrusted components
like the OS and hypervisor, it is necessary to confine the memory regions associated with peripheral
data to the secure world. In the context of our work, we collectively refer to these memory regions
as the secure I/O region of the peripheral. Since most IoT hardware peripherals transfer data using
MMIO or DMA mechanisms, FORTRESS configures peripheral MMIO and DMA memory ranges as the
secure I/O region. The specific MMIO registers and DMA regions used by the peripheral are typically
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Figure 5.5: Overview of I2S protocol.

defined in the device’s DT node. Our solution offers two methods for specifying these secure I/O
regions. The first is static and involves hard-coding the physical memory addresses of the MMIO
and DMA base registers (along with their sizes) directly into the driver’s source code. The second
approach is dynamic, where the information is read from the DT node in the corresponding device
tree file.

During system initialisation, the trusted firmware utilises TZASC to configure DRAM in such a way
that the peripheral’s secure I/O region (i.e., MMIO and DMA memory ranges) is exclusively accessible
to the secure world. This configuration effectively prevents any access to the peripheral’s data from
the untrusted OS or hypervisor, thereby satisfying the security requirement in G1. To complete the
initialisation of the peripheral’s memory, the trusted driver’s initialisation code invokes OP-TEE OS’s
core_mmu_add_mapping routine, which maps the secure MMIO regions into kernel-space,1 ensuring
that the secure driver can effectively interact with the peripheral.

5.4.3 Secure kernel to user-space communication

After the trusted driver reads peripheral data via MMIO or DMA into its I/O buffers, it needs
to transfer the data to a secure user-space TA for further processing operations, e.g., encoding,
encryption, or filtering. To establish this secure connection between the OP-TEE driver and the TA,
we leverage an OP-TEE PTA. The latter acts as a bridge, offering an interface that connects the TA
to secure driver space. The TA utilises GlobalPlatform Internal API to safely retrieve peripheral
data from the driver’s memory space via a PTA invocation. This operation requires a context switch
from S-EL0 to S-EL1, and can be summarised in four steps: (1) checking access rights of the TA’s
destination buffers in the invocation, (2) copying necessary parameters (e.g., the PTA/driver function
identifier) from TA memory to OP-TEE OS memory space, (3) issuing a system call to OP-TEE OS to
invoke the corresponding PTA/driver routine, and (4) copying results from OP-TEE OS memory into
the TA’s destination buffer. The creation of this secure channel from OP-TEE OS to the TA satisfies
G2.

5.4.4 Data obfuscation

Data obfuscation is the process of transforming sensitive information to safeguard it from
unauthorised access. Common data obfuscation techniques include encryption, randomisation,
anonymisation etc. By integrating a data obfuscation module in FORTRESS, sensitive data originating
from an IoT peripheral can be protected before its transmission to an untrusted party in the cloud
or the host OS, hence satisfying G3. The generic architecture proposed by FORTRESS offers the
flexibility to incorporate diverse obfuscation techniques depending on the nature of the data.
Our implementation leverages techniques provided by OP-TEE’s cryptography API which is based
on LibTomCrypt [101], a popular open-source cryptographic library. The latter provides various

1 Mapping I2S MMIO registers in the secure world

https://gitlab.com/Yuhala/jetson-xavier/-/blob/main/nvidia-jetson-optee-source/optee/optee_os/core/drivers/tegra/t194/jetson_i2s_driver.c?ref_type=heads#L123
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Figure 5.6: FORTRESS driver partitioning.

symmetric cryptographic algorithms, including AES-GCM, which can be leveraged to encrypt and
guarantee the integrity of sensitive data. Public-key encryption techniques, although viable, were
not selected for our design due to their performance overhead when compared to their symmetric
counterpart. Additional data obfuscation methods, including data conversion and data filtering,
serve to reduce the sensitivity of the data or completely strip sensitive elements, respectively. Data
conversion can be particularly effective for human voice recordings, converting them into voice
commands upon recognition of specific voice patterns. Data filtering, on the other hand, can entirely
remove unrecognised sentences. The primary advantage of data obfuscation is that it effectively
restricts the distribution of sensitive data in uncontrolled environments, such as the REE and the
cloud service providers.

5.4.5 Driver partitioning

A key aspect of TEE development is decreasing the trusted computing base. As previously dis-
cussed, TCB reduction is usually done via code partitioning. For an IoT-based system like FORTRESS,
this involves identifying portions of the code that manipulate sensitive peripheral data and isolating
only these within the TEE; the non-sensitive part can be kept out of the TEE. OP-TEE provides some
examples of how to build secure peripheral drivers but lacks a systematic approach for partitioning
them into trusted and untrusted components.

The aim of this section is to provide a high-level approach to guide developers in partitioning drivers
for securing peripheral data in FORTRESS. We illustrate our approach by considering a simple I2S
peripheral driver to be partitioned.

In FORTRESS, we perform manual partitioning of the driver into trusted and untrusted parts. To de-
termine which part of the driver to secure in the TEE, one must first identify the driver code that
interacts with the peripheral’s secure I/O region. In the case of I2S, the microphone generates au-
dio data which is transferred to memory via DMA or MMIO. MMIO registers are provided by the
SoC used for I2S control, such as enabling/disabling I2S, or specifying audio data formats. In this
case, the trusted driver code integrates the complete logic required for mapping MMIO registers, for
performing read and write operations on these MMIO registers and DMA buffers. Additionally, the
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code manages interrupt handling, such as when a DMA operation terminates. The remaining code,
which generally comprises clock and power management operations, is delegated to the untrusted
part driver since this code does not access the data being secured.

Based on the overall structure of peripheral drivers as well as the data processing techniques (i.e.,
MMIO, DMA) previously discussed, we provide in Figure 5.6 a generic blueprint for manually par-
titioning a driver with FORTRESS, satisfying G4. For more complex code bases, techniques such as
static data-analysis [25, 86] could be leveraged to properly identify which code portions interact with
sensitive MMIO or DMA regions of the peripheral.

5.5 I M P L E M E N TAT I O N

Communication between TA and PTA. A user-space TA uses the GlobalPlatform TEE API function
TEE_OpenTASession to initialise a session with the I2S PTA using the latter’s UUID. After the session
is created, the TA uses the TEE_InvokeTACommand with a command identifier and related parameters
stored in the structure TEE_Param to invoke a service, e.g., initialising an I2S recording operation in
the PTA. The PTA in turn invokes the corresponding secure I2S driver routine, which performs secure
I/O operations via MMIO or DMA. The resulting data is transferred securely to the TA in a TEE_Param
memref buffer. The data is then encrypted (or filtered) inside the TA prior to transmission to the cloud
via the TEE supplicant executing inside the REE.

Key derivation and storage. OP-TEE features a built-in PTA specifically designed for the derivation
of encryption keys based on hardware-unique identifiers, exposed by SoCs that offer such capabilities.
These hardware-specific keys are accessible exclusively in the TEE, or are derived differently by the
SoC depending on whether they are accessed from the REE or TEE. Within the TEE, the resulting en-
cryption keys are commonly used for encryption and decryption of files, ensuring data security even
after device reboots. This functionality in OP-TEE is known as secure storage [193]. Other research
prototypes serve such uniquely-derived cryptographic materials as the basis for introducing attesta-
tion capabilities into TrustZone, fulfilling a gap in Arm’s TEE architecture. This feature is essential for
establishing the trustworthiness of executing software, thus offering a fundamental security assurance
for third-party actors, including cloud service providers [115, 118].

5.6 E VA LUAT I O N

This section presents an experimental evaluation of FORTRESS. We seek to answer the following
questions:

Q1: What is the overhead of reading and writing MMIO registers in a TEE? (§5.6.1)
Q2: What is the cost of data transfers between the secure driver and a TA? (§5.6.2)
Q3: What is the cost of data obfuscation inside a TA? (§5.6.3)
Q4: What is the degree of TCB reduction after driver partitioning? (§5.6.4)

Experimental setup. Our evaluations were conducted on an Nvidia Jetson AGX Xavier development
kit. This kit ships with 8 TrustZone-enabled ARMv8.2 (64 bit) processors (4 active) each clocked at
2265 MHz, and 32 GB of memory. The kit runs Jetson Linux 35.3.1, which is based on Ubuntu 20.04.5
LTS and Linux Kernel 5.10. The OP-TEE OS version used is based on tag optee_os-nvidia-r35.2.1 of
NVIDIA OP-TEE OS fork [126]. Latencies (in clock cycles) are measured by reading the CNTVCT_EL0
timer register [5]. The frequency of this timer is 31.25 MHz on the experimental system. This timer
cannot be accessed directly by a TA; we access its value from TAs via an OP-TEE PTA interface. Unless
stated otherwise, we report the average of 100 runs.
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Figure 5.7: Cost of MMIO operations.
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Figure 5.8: Cost of buffer copying operations.

5.6.1 Performance of MMIO operations

Q1: what is the overhead of reading and writing MMIO registers in a TEE?

In our initial experiment, we assess the performance of MMIO operations in both secure and normal
worlds, using different MMIO APIs, i.e., ioread{8,16,32}, iowrite{8,16,32}. Our findings, as de-
picted in Figure 5.7, indicate that MMIO read operations in a secure OP-TEE driver exhibit identical
performance as those in a standard normal-world Linux kernel driver. The same observation is true
for MMIO write operations. This similarity in performance can be attributed to the fact that MMIO
operations share the same underlying implementations in both secure and normal worlds, and are
subject to uniform access control policies (i.e., TZASC checks) across both worlds. The read opera-
tions have similar performance (≈ 26 cycles) for 8,16, and 32 bits. We also have a similar cost with
the write operations (≈ 24 cycles) for 8,16, and 32 bits. This is because the MMIO register width is
the same (32-bit) on the device, meaning the full 32 bits are always read or written, and truncated
accordingly to align with the exact read or write size.

Take-away 1

Kernel driver MMIO operations can be safeguarded within OP-TEE without sacrificing perfor-
mance.
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Figure 5.9: Cost of cryptographic operations inside a TA.

5.6.2 Cost of buffer copying operations

Q2: what is the cost of data transfers between the secure driver and a TA?

This experiment aims to evaluate the cost of transferring data from secure kernel space (OP-TEE
OS) to secure user space (TA). It involves the TA invoking an OP-TEE OS driver function through
the PTA interface using the function: TEE_InvokeTACommand. The TA passes a parameter buffer of
type: TEE_Param as input, and data is copied (using memcpy) from a buffer of the secure driver into
the destination buffer. We compare this operation against buffer copy operations from normal world
kernel space (Linux driver) to normal world user space, using the copy_to_user primitive provided
by the Linux kernel. We also evaluate the cost of buffer copy operations in normal and secure world
kernel space only, using standard memcpy operations. The copy operations are done with and without
cache flushing enabled for the source and destination buffers. Figure 5.8 outlines the results, which
indicate that copying a buffer from the secure driver in OP-TEE OS to the TA is about 113× and 10K×
more expensive on average when compared to copying a buffer from a normal world Linux kernel
buffer to a normal world user space buffer, without and with cache flushing respectively. The high
overhead observed in the copy operation from OP-TEE OS to the TA is attributed to the additional
memory access checks and buffer copying operations involved when transferring data between the
TA and OP-TEE OS, as outlined in §5.4.3.

Take-away 2

Copying a buffer from OP-TEE OS to a TA is expensive due to additional copy operations and
security checks performed during the S-EL0 to S-EL1 context switch.

5.6.3 Cost of data encryption/decryption operations

Q3: what is the cost of data obfuscation inside a TA?

In this experiment we evaluate the encryption and decryption costs inside a TA of four AES crypto-
graphic modes of operation: ECB, CBC, CTR, and GCM. All the cryptographic operations use the same
128-bit key. AES-GCM uses an initialisation vector and tag length of 128 bits. Figure 5.9 shows the
results obtained.

ECB is relatively simple and deterministic, i.e., identical plaintext blocks produce identical ciphertext
blocks; while this mode is relatively cheaper in cost, it is not recommended for securing sensitive data.
More advanced algorithms like CBC introduce block chaining, which improves security. CTR mode
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Table 5.1: Source code % of I2S driver components in the trusted and untrusted drivers after partitioning.

Component % trusted driver % untrusted driver

Initialisation 22.13 23.45
Data processing 41.15 0
IRQ handling 1.33 0
Power management 0 7.52
Cleanup 2.21 2.21

Total 66.82 33.18

has similar performance and security as compared to CBC. GCM mode is most expensive in general
because it computes an authentication tag to ensure data integrity, resulting in larger computational
overhead. On average, GCM is about 1.3× and 1.6× slower compared to CTR mode for encryption
and decryption, respectively. However, in spite of the relatively higher cost, GCM provides both
confidentiality and integrity guarantees, while the other modes only ensure confidentility.

Take-away 3

Encryption techniques like AES-GCM can be leveraged in the TA to provide confidentiality and
integrity guarantees to peripheral data at a reasonable cost.

5.6.4 TCB analysis

Q4: what is the degree of TCB reduction after driver partitioning?

Table 5.1 provides a summary of the code components comprising the partitioned I2S driver, along
with the proportion of source code they represent (wrt. the unpartitioned version) in terms of lines of
code (LoC). Following the partitioning approach outlined in §5.4.5, 66.82% of the source code was
secured inside OP-TEE OS’s trusted driver, which corresponds to a 33.18% decrease in the TCB with
respect to a system which includes all the source code inside the secure OP-TEE OS driver.

5.7 P R A C T I CA L A P P L I CAT I O N S O F FORTRESS

The security architecture provided by FORTRESS can be leveraged in various IoT contexts:

Smart homes. In a smart home setup, the central hub can leverage FORTRESS framework to en-
hance data privacy. FORTRESS acts as a safeguard, stopping the unintentional sharing of sensitive
information like surveillance videos or voice recordings to cloud services with data obfuscation. For
example, as explained in §5.4.4, FORTRESS can apply data conversion to human speech, converting
it into voice commands. This avoids the need to send raw audio (containing potentially sensitive
information) for analysis; only the specific voice command can be identified and sent to the cloud ser-
vice. Implementing such strategies requires moving machine learning-based inference into the TEE,
a paradigm that can be achieved with Arm TrustZone [120]. Additionally, peripherals like fingerprint
sensors employed for locking mechanisms can be effectively isolated from potential malicious attacks
that compromise the OS. The sensor reading, as well as all necessary logic to validate the latter is
protected within the TEE.

Medical IoT. Similarly to a smart home, medical IoT hubs responsible for aggregating potentially
sensitive data from devices such as cardiac monitors can leverage FORTRESS to guarantee that this data
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is not accessible to a malicious adversary (e.g., on the LAN) who has compromised the OS. Further,
the data obfuscation process safeguards the sensitive data once it is transferred to an untrusted cloud
service.

5.8 R E L AT E D W O R K

Table 5.2: Comparing FORTRESS with previous approaches.
[25] [23] [96] [100] [209] FORTRESS

Untrusted OS 7 3 7 3 3 3

Untrusted hypervisor 7 7 7 7 7 3

Data confidentiality 7 3 7 7 3 3

Data integrity 3 3 3 7 3 3

ARM-based 3 7 3 3 7 3

Several research works have proposed techniques to enhance security guarantees of peripheral data
both on ARM and x86-based systems. For ARM-based systems: [106] provides software abstractions
to protect the integrity and authenticity of sensor readings; SeCloak [96] leverages TrustZone to
provide a way to reliably turn on/off peripherals even in the presence of compromised privileged
platform software like the OS or hypervisor, without explicitly providing data confidentiality or in-
tegrity guarantees; other systems like [25] leverage an MPU to isolate peripheral memory in MCUs.
For x86-based systems: SGXIO [209] and Driverguard [23] leverage a trusted hypervisor to secure
sensitive I/O data from an untrusted OS. While these systems propose varied solutions to address
I/O data security, they either weaken the threat model by leveraging a trusted OS or hypervisor, or
do not provide full confidentiality and integrity guarantees. As summarized in Table 5.2, FORTRESS

addresses all these limitations and offers a completely secure path for IoT peripheral data from the
hardware to the cloud, safeguarding data confidentiality and integrity.

5.9 S U M M A RY

This chapter presented FORTRESS, a generic design for safeguarding sensitive peripheral data in IoT
environments by leveraging TEE technology. FORTRESS proposes a generic peripheral driver parti-
tioning strategy which restricts peripheral I/O memory regions to a secure kernel-space TEE, thereby
limiting access exclusively to a small segment of the driver code. This strategy effectively blocks
unauthorised access from potentially compromised operating systems or hypervisors. The data is
then securely transferred to a user-space TEE, where obfuscation techniques are applied prior to its
transmission to an untrusted host operating system or cloud service provider. Through a proof-of-
concept implementation focusing on I2S, our evaluations show that FORTRESS enhances the security
posture of IoT devices at a reasonable cost. The security architecture provided by FORTRESS can be
used for various applications including smart homes, medical IoT, amongst others.
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Improving Enclave I/O Performance with Persistent
Memory

The previous chapters focused on optimising TEE security through program partitioning. This chapter
shifts the focus to improving performance in TEEs. In that light, we propose techniques to enhance I/O
performance of Intel SGX enclaves by leveraging persistent memory. We demonstrate the practicality
of these techniques by designing and building PLINIUS, a framework for secure and persistent machine
learning (ML) model training.
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6.1 I N T R O D U C T I O N

Popular TEE technologies like Intel SGX offer robust security guarantees by providing enclaves to
shield sensitive code and data deployed in untrusted cloud computing infrastructures. However, en-
clave security usually comes at a performance cost. A key source of this overhead is I/O operations,
for example when reading data from secondary storage into enclave memory, or when writing data
to storage to achieve fault tolerance guarantees. Such I/O operations necessitate enclave context
switches, i.e., ecalls or ocalls, which incur substantial overhead [210, 157], leading to performance
bottlenecks. This not only affects the efficiency of applications running within SGX enclaves, but also
limits the scalability and practicality of enclave applications in high-performance computing scenar-
ios.

Persistent memory (PM) offers a promising solution to this problem. Unlike conventional storage
technologies, PM combines the speed of DRAM with the non-volatility of storage, providing quicker
data access and retention capabilities. Essentially, applications can write (read) data to (from) PM
without relying on expensive system calls, e.g., read, write, etc. As such, integrating PM within
enclaves can significantly reduce the frequency of (and hence the overhead incurred from) expensive
enclave context switches, particularly for applications that depend on (relatively slow) secondary
storage, e.g., SSDs, for fault-tolerance guarantees.

While previous research [74] has shown that PM improves performance for a vast number of applica-
tions, no research work (at the time of this writing) has proposed PM to improve enclave performance.
This work aims to bridge this gap by designing and building tools which can be used to expose PM
capabilities to enclave runtimes. On the one hand, we adapt an existing PM library to facilitate the
use of PM inside SGX enclaves. On the other hand, we propose a novel approach to ensure efficient
fault tolerance guarantees in enclave applications. This approach comprises a mirroring mechanism
that entails creating encrypted mirror copies of enclave data structures in PM, and synchronising the
enclave and PM copies throughout the application’s lifetime.

In summary, we make the following contributions:

• We implement and release as open-source SGX-ROMULUS,1 a PM library for Intel SGX enclaves. SGX-
ROMULUS manipulates PM directly from within SGX enclaves, without costly enclave transitions
between the trusted and untrusted parts of an SGX application.

• We propose a mechanism to provide efficient fault tolerance guarantees for enclave data structures.
• We leverage SGX-ROMULUS as well as our PM-based fault tolerance mechanism to build PLINIUS, a

framework for secure and persistent machine learning model training inside SGX enclaves. PLINIUS

is equally released as open-source.2

• We provide a comprehensive evaluation of PLINIUS, using real PM hardware and real AWS Spot
traces, showing its better performance when compared with traditional checkpointing on secondary
storage, i.e., disk or SSD.

6.2 B A C K G R O U N D

6.2.1 Exposing PM to applications

There are two ways (summarized in Figure 6.1) to expose PM hardware to applications: (1)
as fast storage or (2) as non-volatile byte-addressable memory.

1 https://github.com/Yuhala/sgx-romulus.git
2 https://github.com/Yuhala/plinius

https://github.com/Yuhala/sgx-romulus.git
https://github.com/Yuhala/plinius
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Figure 6.1: Exposing persistent memory to applications.

PM as fast storage. PM hardware can be exposed to applications as a storage device, and the
standard file system API, e.g., read, write, etc. used to manipulate files. This strategy does not
require any application changes, and leads to improved performance relative to regular SSDs in many
cases [74]. The reason for the increase in performance is because the page cache is bypassed for reads
and writes to files [74]. The page cache is a portion of DRAM which is generally used to buffer
I/O operations in traditional block storage devices like SSDs. For devices such as PM which are
byte-addressable like DRAM, the page cache becomes redundant. Nonetheless, leveraging PM as fast
storage requires the underlying file system to be made persistent memory aware, i.e., by introducing
direct access (DAX), an OS feature that removes the page cache from the I/O path, allowing direct
access to PM. Some PM aware file systems are Ext4, XFS, NTFS, and NOVA [215]. While exposing
PM as fast storage leads to some performance improvements, this strategy does not lead to optimal
performance because the file system adds some overhead to the I/O path.

PM as non-volatile byte-addressable memory. To achieve optimal performance with PM, an appli-
cation must be modified to access the former as byte-addressable memory. This is most commonly
done by memory mapping PM into the application’s VAS, and using load/store instructions to access
PM without any intervention of the underlying file system. This strategy offers the shortest path from
the application to PM. The memory mapping is done using standard calls like mmap() on Linux or
MapViewOffile() on Windows [166]. This creates a byte-for-byte correlation between the mapped
portion of the VAS and the file in PM, thereby enabling direct load/store from/to the memory mapped
file, e.g., via regular pointers and routines such as memcpy, strcpy, etc. As shown in Figure 6.1 the
DAX feature in the persistent memory aware file system allows mapping of PM page frames into the
process’s page table which is used by the MMU during address translation.

It is worth noting that memory mapping can also be performed on files in regular storage devices like
SSDs. However, the key difference is the memory mapped file on an SSD exists in the page cache
and all changes need to be synchronized with the actual file on SSD; this is done via an msync call
which writes the modified pages (i.e., 4KB granularity) to the underlying storage device. With PM on
the other hand, the page cache is removed from the I/O path, and the data is read/written directly
from/to PM at byte granularity.
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Table 6.1: Comparing the sizes of PM libraries.

PM library LoC

Romulus 18,100
PMDK 131,000

6.2.1.1 Durability and consistency

At the x86 instruction level, simply executing a store instruction does not guarantee that the data has
reached PM [166]. To ensure durability of data in PM, the application must issue a flush instruction
to move the data from the cache line to PM. Additionally, a fence operation is used to enforce ordering
in flush instructions; this ensures data consistency. The x86 instruction set provides two flush instruc-
tions: CLFLUSHOPT (cache line flush optimized) and CLWB (cache line write back). CLW differs from
CLFLUSHOPT in that CLWB keeps the data in the cache whereas CLFLUSHOPT does not [166]. Similarly,
x86 provides persistence fences which guarantee consistency by preventing store instructions from
being re-ordered by the CPU. For example, MFENCE, which orders load, store, and flush instructions;
and SFENCE, which orders store and flush instructions [125]. The x86 instruction set provides a
third instruction, CLFLUSH, which operates as both a flush and fence for the cache line being flushed,
i.e., flushes are ordered without the need for explicit fence instructions like SFENCE or MFENCE.

6.2.2 Persistent memory libraries

As one might expect, the improved performance of PM relative to conventional storage comes
at the cost of increased complexity for the application developer, because it requires a paradigm shift
in the way applications are built, i.e., explicit flush/fence instructions, ensuring consistency across
system failures, etc. As a result, several software tools and libraries have been proposed to facilitate
PM development. Examples include Intel’s persistent memory development kit (PMDK) [158],
Romulus [33], Mnemosyne [202], Pangolin [227], amongst many others. PM libraries expose
PM to applications by memory-mapping files on a persistent memory-aware file system with DAX
capabilities, and provide an API which enables developers to easily create and manipulate data
structures in PM.

These libraries use the aforementioned processor instructions, i.e., CLFLUSH, CLFLUSHOPT, CLWB, to
flush data from cache lines to PM. Additionally, these libraries provide logging techniques, e.g., undo
or redo logs to ensure atomic updates to PM. As such, in the event of a system crash or power failure,
the PM application can rollback to a previous consistent state (undo logging), or replay the failed
update (redo logging).

6.2.3 Using PM libraries inside SGX enclaves

To utilize PM efficiently within enclave environments, it is essential to incorporate a PM li-
brary into the enclave runtime. Since the aforementioned PM libraries were not designed with
enclaves in mind, they must either be run inside enclaves with the help of a LibOS like Gramine [195]
or a tool like SCONE [7], or refactored for an enclave environment. As discussed in previous chapters,
an important factor to be taken into consideration with enclave software is the TCB. Using the
LibOS approach entails including the entire PM library, the LibOS itself, and potentially the full
GNU standard C library (libc) inside the enclave, significantly increasing the TCB. Alternatively, by
refactoring the library, e.g., through code partitioning, one could decrease the amount of code that is
ultimately included in the enclave. We take the latter approach, and adapt an existing PM library for
SGX enclaves. Given the variety of PM libraries, the size of these libraries should also be taken into
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Figure 6.2: Architecture of Romulus.

account. In Table 6.1, we compare the size (in LoC) of two open-source PM libraries: the PMDK and
Romulus. While the PMDK is more popular, it is prohibitively too large and complex for an enclave
environment. In constrast, Romulus is about 7× smaller than the PMDK, and provides an adequate
API for PM development. Consequently, it is a better choice for an enclave environment.

Architecture of Romulus. The overall design of Romulus (outlined Figure 6.2) is straightforward,
and can be subdivided into four main components: PM initialisation routines, persistence primitives,
transactional API, and logging. The initialisation routines permit to expose PM hardware to the ap-
plication via the aforementioned memory mapping technique. Persistence primitives comprise the
API for writing data to PM via CLFLUSH, CLFLUSHOPT or CLWB operations, as well as memory barrier
operations for consistency. To ensure atomic updates to PM, Romulus provides durable transactions
via twin copies of data in PM, and relies on a volatile log to track memory locations being modified in
a transaction. The first copy, called the main region, is where user-code executes all in-place modifi-
cations; the second copy, the back region, is a backup (or snapshot) of the previous consistent state of
the main region. Following a crash while carrying out modifications ("mutating") in the main region,
the content of back is restored to main. If no crash occurs during these modifications, the content of
main becomes the most consistent state, and is copied to back when the transaction completes. In
the following section, we adapt Romulus for Intel SGX enclaves, hence SGX-ROMULUS.

6.3 SGX-ROMULUS ARCHITECTURE

SGX-ROMULUS is Romulus tailored for Intel SGX enclaves. As previously discussed, adapting software
for an enclave runtime typically involves partitioning. In the case of Romulus, this means identifying
which parts of the library handle sensitive information; these components are isolated within the en-
clave. It is logical to expect that enclave software leveraging PM as byte-addressable memory deals
with confidential data which should not be exposed. To meet this security requirement, all Romu-
lus components for reading, writing, or logging data should be confined within the enclave. Unlike
regular enclave pages, PM pages accessed by the enclave do not undergo automatic encryption/de-
cryption by the MEE. As a result, application-level encryption techniques must be employed. On the
other hand, the initial memory mapping of PM into the application’s address space cannot be done in-
side the enclave because it relies on unsupported system calls like mmap, read, write etc. Nonetheless,
doing the memory mappings out of the enclave runtime does not compromise the confidentiality of
data in PM if it is encrypted.

The architecure of SGX-ROMULUS is summarized in Figure 6.3. The in-enclave user-space library,



88 6 I M P R OV I N G E N C L AV E I/O P E R F O R M A N C E W I T H P E R S I S T E N T M E M O RY

SGX-Romulus
helper

Untrusted runtime Trusted runtime: enclave

SGX-Romulus

Untrusted 
application

Enclave 
application

Encryption
engine

Loglib-sgx-romulus

Main BackHeaderPM

m
m

a
p

-
m

u
n

m
a

p

2

1 3 5

4 6

Figure 6.3: Architecture of SGX-ROMULUS.

lib-sgx-romulus, provides persistence primitives and a transactional API required to create and
manage persistent data structures in PM. The encryption engine permits to encrypt data written to
PM and decrypt data read from PM. It is based on AES Galois Counter Mode (GCM) [39], a cryp-
tographic algorithm that provides both confidentiality and integrity guarantees. Similar to Romulus,
SGX-ROMULUS maintains a volatile log in enclave memory (rather than DRAM) to record the addresses
and ranges of modified data in the current transaction. A helper library in the untrusted runtime,
sgx-romulus-helper, interfaces with SGX-ROMULUS and performs necessary system calls (e.g., mmap,
unmap) which are required when leveraging PM via a DAX-enabled file system.

At application initialisation , sgx-romulus-helper3 memory-maps the file corresponding to the per-
sistent memory region (main, back, and header) into the application’s VAS, via a mmap system call (Ê).
Then, sgx-romulus-helper initialises the persistence header [33], which holds metadata to track the
consistency state of the main and back regions, a reference to an array of persistent memory objects,
and a pointer to the memory allocator’s metadata, e.g., allocated and unallocated PM. The address
of the persistence header is passed to lib-sgx-romulus4 via an ecall (Ë), and once the enclave
validates this address,5 it then completes the PM region initialisation, as detailed in Algorithm 3.
The enclave can then create or update persistent data structures in PM (Ì-Í). If confidentiality is
required for PM data, the cryptographic API provided by the encryption engine is leveraged (Î) and
the encrypted data flushed to PM (Ï). The keys used for encryption can be provided to the enclave
via SGX’s remote attestation mechanism. Upon graceful termination of the enclave application, the
enclave runtime issues an ocall to unmap the PM region from application VAS via the munmap system
call.

6.3.1 Fault tolerance in enclaves

A useful application for PM inside enclaves is to achieve fault tolerance for I/O heavy applica-
tions, for example ML model training that employs frequent checkpointing. The API provided by
SGX-ROMULUS can be levereged to provide robust fault tolerance capabilities for enclave applications.
We propose an approach called mirroring which involves creating encrypted copies of enclave data
structures in PM and synchronising the enclave and PM copies throughout the application’s lifetime.
In the event of a crash or system failure, the copy in PM is retrieved and decrypted inside the enclave,
allowing the application to proceed from a consistent state prior to the crash or system failure.

3 SGX-ROMULUS helper
4 Passing persistence header to the enclave
5 Validating persistence header

https://github.com/Yuhala/plinius/blob/master/App/Romulus_helper.cpp
https://github.com/Yuhala/plinius/blob/master/App/App.cpp#L177C6-L177C6
https://github.com/Yuhala/plinius/blob/master/Enclave/Enclave.cpp#L79
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Algorithm 3 SGX-ROMULUS initialisation.

1 ## Untrusted (outside of enclave) ##
2 function init_sgx_romulus(pm_file)
3 mapped_addr = mmap(pm_file)
4 header_addr = create_header(mapped_addr)
5 ecall_init(header_addr)
6 end
7 function ocall_unmap
8 munmap(pm_file)
9 end

10 ## Trusted (inside enclave) ##
11 function ecall_init(header_addr)
12 initialize_main_and_back(header_addr)
13 recover() // recovery operations in case a crash occurred [33]
14 end function
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Figure 6.4: Model training: Fwd=Forward propagation, Back=Backward propagation.

In the following section, we explore how this concept can be applied to privacy-preserving machine
learning, and demonstrate its practicality by designing and implementing a robust PM-enabled ML
framework for enclaves.

6.4 M A C H I N E L E A R N I N G I N A N U T S H E L L

Machine learning involves developing algorithms that can analyse large sample datasets and build
mathematical models that capture the underlying patterns and relationships within these datasets.
A ML model can be described as a function that maps an input to a target output based on a set of
parameters [68]. For instance, a linear regression model can be represented as: f(x) = W⊺x+ b,
where W represents the model weights, b the bias vector, and x the input vector. The weights and
biases are the learnable parameters of a model, and are determined through a process called model
training.

The goal of model training is to obtain the set of learnable parameters that minimises a loss function
(e.g., via stochastic gradient descent (SGD) [123]) and maximizes the model’s accuracy on some test
data. The loss function is a scalar function that quantifies the difference between the predicted value
(for a given input data point) and the ground truth or real value [1]. As illustrated in Figure 6.4,
during training, the learning algorithm iteratively feeds the model with batches of training data read

from storage into DRAM (Ê
À

), calculates the loss, and updates the model parameters in such a way
as to minimise the loss (Ë-Ì-Í). Training models such as deep neural networks can take up to several
days, a time window sufficiently long for training jobs to experience failures or pre-emptions [1]. In
the event of a failure during training, the model being trained as well as the training datasets resident

in DRAM are lost and need to be retrieved from secondary storage upon restart (Ê
Á

). As a result,
several state-of-the-art ML frameworks, e.g., Tensorflow [1], Darknet [36], Caffe [78], etc. provide
mechanisms to checkpoint model states to secondary storage during training (Î). This enables the
training process to resume from the most recent checkpoint, rather than from scratch. Technologies
like PM can be leveraged to reduce the cost of the checkpoint and restore process. For example,
training data or a model resident in PM will persists across failures.
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Privacy-preserving machine learning. It is an emerging ML paradigm focused on developing ML
models while safeguarding confidential training data. This approach is particularly vital today as
using (untrusted) third-party cloud services for large-scale ML jobs has become the de facto stan-
dard [176]. Techniques like differential privacy [184, 76], federated learning [82], and homomorphic
encryption [201] have been employed to mitigate this problem.

Recently, the concept of confidential models [190] has been gaining traction. This approach goes
beyond just protecting the training data; it also focuses on safeguarding the details of the ML mod-
els themselves, e.g., weights and biases. Confidential models are essential in situations where the
model contains proprietary information or represents intellectual property that could offer competi-
tive advantages, or simply contain sensitive information. While the aforementioned techniques like
homomorphic encryption can be employed, the substantial overhead they introduce has led to a shift
towards TEE technologies like Intel SGX, Intel TDX, AMD SEV etc. to achieve efficient confidentiality
guarantees.

Nonetheless, TEE-based techniques introduce some bottlenecks, particularly regarding I/O. On the
one hand, large quantities of training data need to be read from secondary storage to enclave memory
(volatile), necessitating frequent and expensive enclave transitions. On the other hand, ML jobs tend
to experience frequent interruptions, e.g., when deployed on virtual machine instances such as EC2
spot instances [205]. Such jobs rely on regular checkpointing to secondary storage, which equally
necessitates expensive transitions when performed in an enclave runtime.

We posit that a tool like SGX-ROMULUS, along with our mirroring mechanism, offer a promising solu-
tion to address these challenges. In this context, we have designed and built PLINIUS, a framework
to achieve secure and persistent ML model training inside enclaves. PLINIUS leverages the mirror-
ing mechanism to maintain a persistent encrypted copy of a ML model being trained in PM; in case
of a system crash or failure, this copy is retrieved into the enclave (without the need for expensive
enclave transitions for I/O), decrypted, and used to reconstruct the enclave model. Additionally, PLIN-
IUS maintains confidential training data in PM, eliminating the need to access secondary storage in
the event of a system failure or crash.

6.5 PLINIUS THREAT MODEL

PLINIUS has three security goals:

G1: Ensure confidentiality and integrity of training data in byte-addressable PM.
G2: Ensure confidentiality and integrity of a ML model’s parameters (e.g., weights, biases) during

training.
G3: Ensure confidentiality and integrity of the model’s replica in PM.

The system is designed to achieve these security goals while facing a powerful adversary with physical
access to the hardware and full control of the entire software stack including the OS and hypervisor.
The adversary seeks sensitive information inside the enclave, on DRAM or PM, or data from the
processor.

Model hyper-parameters such as model architecture, number of layers, size of training batches or
type of training data are usually public information, as they do not leak any information about trained
model parameters or sensitive training data [59, 68, 65]. In order to mitigate possible threats linked
to malicious data sources, PLINIUS supports secure provisioning of model hyper-parameters via the
SGX remote attestation mechanism.

We assume that the adversary cannot physically open and manipulate the processor package, and
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Figure 6.5: PLINIUS architecture.

that enclave code is correct and does not leak sensitive information (e.g., encryption keys) intention-
ally. Denial-of-service and side-channel attacks [16, 171], for which solutions exist [128, 60], are
considered out of scope.

6.6 PLINIUS ARCHITECTURE

PLINIUS is an enclave-based ML machine learning framework which leverages PM for fault tolerance
capabilities. It is based on Darknet [36], a popular open-source ML library. The architecture of
PLINIUS consists of three main components interacting with each other: (1) an SGX-compatible deep-
learning framework, i.e., SGX-DARKNET; (2) an SGX-compatible PM library, i.e., SGX-ROMULUS; (3)
a mirroring module, which synchronizes the ML model inside the enclave with its encrypted mirror
copy in PM. Figure 6.5 shows how these components interact.

Design overview. At system initialisation, SGX-ROMULUS helper memory maps PM into the applica-
tion’s VAS (Ê), and initialises SGX-ROMULUS (Ë). Training data initially in secondary storage (i.e.,
SSD) is first read into DRAM (Ì), and loaded into PM (Í-Î-Ï) via a PM data module. The data
is then used to train a model inside the enclave with the help of SGX-DARKNET, while the mirroring
mechanism periodically encrypts and saves the trained model to PM with the help of SGX-ROMULUS

and the mirroring module (Ð-Ñ). Following a system crash or power failure, training is resumed and
encrypted model in PM is retrieved and decrypted in enclave memory (Ñ).

SGX-Darknet. It is an SGX-compatible version of Darknet [36] ML framework. To maintain a small
TCB, we partition SGX-DARKNET into a trusted and untrusted component. Our partitioning strategy
involves keeping out of the enclave all computations which are not critical for upholding security
guarantees outlined in our threat model. For example, tasks such as parsing model configuation files
to determine the structure of a ML model are kept outside the enclave. We also strip all GPU code (in
CUDA) from SGX-Darknet as GPUs do not support Intel SGX at the time of this writing. To minimise
code alterations for commonly used (but unsupported) routines in Darknet (e.g., fread, fwrite,
etc.), SGX-DARKNET redefines these routines as wrapper functions for ocalls to the corresponding libc
functions in the untrusted runtime. A support library in the untrusted runtime, SGX-darknet-helper,
provides the implementations of those ocalls, invoking the corresponding libc routines. The pm-
data-module leverages SGX-ROMULUS to read (write) encrypted datasets from (to) PM. Finally, lib-sgx-
darknet provides the API to train and do inference on models from within the enclave runtime.
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Mirroring module. This component is in charge of creating and updating encrypted mirror copies
of enclave ML models in PM. It contains the necessary logic to instantiate models that are both per-
sistent and directly byte-accessible via loads and stores. It leverages the transactional API provided
by SGX-ROMULUS to perform atomic updates on persistent models in PM. This is crucial as it prevents
any inconsistency in PM data structures in the event of a system failure during data updates. This
module performs two main operations: mirror-out, which involves encrypting an enclave data struc-
ture and flushing it to PM, and mirror-in which involves reading an encrypted data structure from
PM (via a simple memcpy) and decrypting it in enclave memory. The encryption engine is responsible
for all the the encryption and decryption operations. It uses a 128, 192 or 256 bit key for all crypto-
graphic operations, and provides assurance of the integrity of the confidential data. As recommended
by [40], for every encryption operation, a random 12-byte initialisation vector (IV) is generated for
each encryption operation using the sgx_read_rand() [31, p. 200] function from the Intel SGX SDK.
The encryption algorithm divides each plain text buffer into 128 bit blocks which are encrypted via
AES-GCM. The IV and a 16-byte message authentication code (MAC) are then appended to each
encrypted data buffer. The MAC is used to ensure data integrity during decryption.

The key used for encryption/decryption can be provisioned to the enclave via remote attestation [31,
p. 99] or could be generated securely (e.g., if training data is not encrypted) inside the enclave using
sgx_read_rand(). The encryption key, once generated or provisioned, can be securely sealed [31,
p. 96] by the enclave for future use.

6.6.1 Model training in PLINIUS

The workflow for ML model training in PLINIUS can be divided into three main phases: PM
initialisation, dataset loading, and model training and mirroring.

PM initialisation. This phase is equivalent to the PM initialisation phase for SGX-ROMULUS, as
described in Algorithm 3. It memory maps PM into the application’s VAS and initialises the persistent
regions main and back so that both regions are consistent before the training algorithm starts.

Inital dataset loading into PM. A key feature of PLINIUS is its capability to use training data in PM,
bypassing the need to read data from secondary storage into volatile memory (DRAM). In PLINIUS,
training data is loaded into PM once, after which the data stays in (byte addressable) PM. Following
a system crash or power failure, training data in PM is almost immediately accessible to the training
algorithm, unlike in disk or SSD-based systems where data must be reloaded from slower secondary
storage back into DRAM.

Initially, the training dataset exists as encrypted files in secondary storage. Darknet training algo-
rithms operate on input data formatted as multidimensional arrays or matrices. To leverage the
byte-addressable nature of PM, the training data should be loaded into such a data matrix in PM.
SGX-Darknet-helper facilitates this process by transferring training dataset and labels from secondary
storage into DRAM, forming a volatile matrix variable. The address of this matrix is sent to SGX-
DARKNET through an ecall. Subsequently, the PM-data-module uses lib-sgx-romulus to create a
corresponding persistent matrix in PM. Once the persistent matrix is created, the encrypted training
data is simply memcpy-ied from DRAM into PM within a Romulus transaction inside the enclave. The
persistent data can then be accessed directly via its address.
During training the training data is memcpy-ied from PM into enclave memory where it is then securely
decrypted. This initial data loading step completely achieves G1.

Model training and mirroring. The PLINIUS architecture fits well for training neural network mod-
els[123], which consist of multiple layers with learnable parameters, i.e., weights and biases. The



6.6 PLINIUS architecture 93

Algorithm 4 Persistent model allocation and training

1 function alloc_mirror_model()
2 // Romulus transaction start
3 BEGIN_TRANSACTION [33]
4 // allocate layer
5 head_pm_layer = PMalloc(size)
6 // allocate layer’s parameters
7 head_pm_layer.W = PMalloc(size)
8 head_pm_layer.next = nullptr
9 cur_pm_layer = head_pm_layer

10 // num. of layers in enclave model
11 n = enclave_model.numL
12 for i = 2 to n do
13 cur_pm_layer.next = PMalloc(size)
14 cur_pm_layer = cur_pm_layer.next
15 cur_pm_layer.W = PMalloc(size)
16 cur_pm_layer.next = nullptr
17 end for
18 // Romulus transaction end
19 END_TRANSACTION [33]
20 end function

21 function train_model(config)
22 enclave_model = create_enc_model(config)
23 if not_exists(pm_data) then
24 ocall_load_data_in_pm()
25 end if
26 iter = 0
27 if exists(pm_model) then
28 mirror_in(enclave_model)
29 iter = pm_model.iter
30 else
31 pm_model = alloc_mirror_model()
32 end if
33 while iter < MAX_ITER do
34 data_batch = decrypt_pm_data(size)
35 train(enclave_model,data_batch)
36 mirror_out(enclave_model,iter)
37 end while
38 free(enclave_model)
39 end function
40

architecture of the model and its hyper-parameters (e.g., layer types, batch size, learning rate, etc.)
are defined in a configuration file which is parsed into a config data structure by SGX-Darknet-helper
in the untrusted runtime. The address of the config data structure is sent to the enclave via an ecall
where it is used to build the enclave model. PLINIUS represents a neural network model in PM as a
linked list of persistent layer structures, which simplifies future modification of the model’s structure,
e.g., adding or removing layers. The model’s layers contain persistent attributes, e.g., weight vector,
bias vector, etc. By creating the ML model in enclave memory, we achieve G2.

Algorithms 4 and 5 summarize respectively model training and mirroring in PLINIUS. If the training
dataset has not been loaded in PM, an ocall is performed to load data from secondary storage into
PM (Algorithm 4 line 24) as described previously. If a persistent mirror model exists in PM, we mirror-
in (read from PM and decrypt in enclave) its parameters into the enclave model (Algorithm 4 line
28), otherwise we allocate one in PM as described in Algorithm 4.

During model training, batches of training data are decrypted from PM (Algorithm 4, line 34) into
enclave memory and used to train the enclave model for one training iteration. After each training
iteration PLINIUS does a mirror-out operation which encrypts the model parameters and writes them
to the model’s mirror copy in PM (Algorithm 4 line 36), thus synchronising the enclave and PM
models, and hence achieving G3.

In the event of a crash during training, upon resumption the model and training data are already in
PM and can be quickly memcpy-ied from PM into secure enclave memory. This obviates the need for
much more slower read operations from storage devices like SSDs and HDDs.

Synthesis. Figure 6.6 shows the overall ML workflow with PLINIUS. The owner of the data and the
model sends the application binary and raw encrypted training data to the remote untrusted server
(Figure 6.6-Ê). She then performs remote attestation (RA), establishes a secure communication chan-
nel (SC) with the enclave (Figure 6.6-Ë) and sends encryption keys to the latter (Figure 6.6-Ì). The
PM-data module transforms encrypted data on disk to encrypted byte addressable data in PM (Fig-

ure 6.6-Í
À,Á

). The training module reads and decrypts (with keys obtained from RA & SC) batches
of training data from PM (Figure 6.6, Î-Ï) with the trained model being mirrored to PM or into the
enclave for restores (Figure 6.6-Ð).
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Algorithm 5 Mirroring algorithms

1 function mirror_out(enclave_model,iter)
2 BEGIN_TRANSACTION
3 n = enclave_model.numL
4 pm_model.iter = iter
5 temp = head_pm_L
6 for i = 1 to n do
7 temp.W = encrypt(enclave_model.L(i).W)
8 temp = temp.next
9 end for

10 END_TRANSACTION
11 end function

12 function mirror_in(enclave_model)
13 n = pm_model.numL
14 temp = head_pm_L
15 for i = 1 to n do
16 enclave_model.L(i).W = decrypt(temp.W)
17 temp = temp.next
18 end for
19 end function
20
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Figure 6.6: Full model training workflow with PLINIUS.

Integration with different ML libraries. The current PLINIUS architecture uses Darknet as the ML
library, due to its efficient and lightweight implementation in C that facilitates integration with SGX
enclaves. Other ML libraries could be integrated into the PLINIUS architecture. In fact, once the ML
library is ported to SGX, the same PLINIUS architecture holds.

6.7 I M P L E M E N TAT I O N D E TA I L S

We implement PLINIUS in C and C++; it comprises 28,450 lines of code in total, the trusted portion
being 15,900 LoC. We use Intel SGX SDK v2.8 for Linux. The total size of application binary including
the enclave shared library after compilation is 3 MB.

6.8 E VA LUAT I O N

Our experimental evaluation of PLINIUS aims to answer the following questions:

Q1: How does PM affect enclave model save and restore performance when compared to SSD?
(§6.8.2)

Q2: How scalable is PLINIUS with varying model sizes? (§6.8.2)
Q3: How robust is the mirroring mechanism against crashes? (§6.8.3)

6.8.1 Experimental setup.

Servers. At the time of this writing, servers that support both SGX and PM are yet to be
released. Hence, we adopt a dual setup comprising two experimental nodes (i.e., servers):

6 https://pmem.io/blog/2016/02/how-to-emulate-persistent-memory/

https://pmem.io/blog/2016/02/how-to-emulate-persistent-memory/
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Node 1: SGX-emlPM, supports SGX but has no physical PM, hence we resort to emulating the lat-
ter with Ramdisk.6 This machine is equipped with a quad-core Intel Xeon E3-1270 CPU clocked at
3.80 GHz, and 64 GB of DRAM. The CPU ships with 32 KB L1i and L1d caches, 256 KB L2 cache and
8 MB L3 cache.

Node 2: emlSGX-PM, is equipped with 4× Intel OptaneDC PM DIMMs of 128 GB each. However,
its processors lack native support for SGX. Hence, we resort to SGX in simulation mode [31]. The
emlSGX-PM node is a dual-socket 40-core Intel Xeon Gold 5215 clocked at 2.50 GHz and 376 GB
of DRAM. Each processor has 32 KB L1i and L1d caches, 1 MB L2 cache and a shared 13.75 MB L3
cache.

All nodes run Ubuntu 18.04.1 LTS 64 bit and Linux kernel 4.15.0-54. We run the Intel SGX platform
software, SDK and driver version v2.8. All our enclaves have max heap sizes of 8 GB and stack sizes
of 8 MB. The EPC size is 128 MB of which 93.5 MB are usable by enclaves. Unless stated otherwise,
we use CLFLUSHOPT and SFENCE for persistent write backs and ordering.

By using a dual setup, we highlight the performance implications of both real SGX and real PM. All
experimental comparisons are executed separately for each server, as they have completely different
characteristics. We indicate where necessary on which node an experiment is carried out.

Machine learning. All models used in our evaluations are convolutional neural networks (CNNs).
The convolutional layers use leaky rectified linear unit (LReLU) [59] as activation, and all output layers
are softmax [123] layers. The model optimisation algorithm used is stochastic gradient descent (SGD),
and the learning rate used is 0.1. Except stated otherwise, all training iterations use a batch size of
128. Concerning the dataset, we use MNIST [185], a popular dataset in the deep learning community.
It consists of 70,000 grayscale images of handwritten digits: 60,000 training samples and 10,000 test
samples.

6.8.2 PM mirroring vs. SSD-based checkpointing

Q1 and Q2: how does PM affect enclave model save and restore performance for varying model
sizes?

Here we compare the mirroring mechanism in PLINIUS to traditional checkpointing on SSD using SGX-
DARKNET. For SSD checkpointing, we use ocalls to fread and fwrite libc routines to read/write
from/to SSD. After each call to fwrite, we flush the libc buffers and issue an fsync; this guarantees
data is actually written to secondary storage and ensures a fair comparison against PM, where data
is equally flushed from cachelines into PM. We vary model sizes by increasing the total number of
convolutional layers. We measure the times to save/mirror-out (encrypt in the enclave and write
to PM) and restore/mirror-in (read from PM into enclave and decrypt), and compare these to SSD-
based checkpoint saves (encrypt and write to SSD) and SSD-based checkpoint restores (read from
SSD into enclave and decrypt), which are the state-of-the-art methods for fault tolerance. All data
points are an average of 5 runs.

Figure 6.7 represents the results obtained on our two servers. As a general observation, in PLINIUS, in-
enclave data encryption contributes more to the overhead of saves (i.e., mirror-out) when compared
to writes to PM. For restores in PLINIUS, reads from PM into enclave memory contribute more to the
overall overhead.

Table 6.2a shows a performance breakdown of each mirroring steps for saves and restores in PLINIUS,
while Table 6.2b shows the average performance improvements of our mirroring mechanism when
compared to SSD-based checkpointing. To reduce the effect of outliers, we evaluate results beneath
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Figure 6.7: PM mirroring vs. checkpointing on SSD for SGX-emlPM (top) and emlSGX-PM (bottom).

(a) Contributions to the overall runtime (%)

Save SGX-emlPM emlSGX-PM

Encrypt
66.4%

30.3%
92.3%

Write
33.6%

69.7%
7.7%

Restore SGX-emlPM emlSGX-PM

Read
75%

17.8%
91.2%

Decrypt
25%

82.2%
8.8%

(b) Speed-up achieved with PLINIUS wrt. SSD

Save SGX-emlPM emlSGX-PM

Write
7.9×

4.5×
9.6×

Total
3.5×

3.2×
1.7×

Restore SGX-emlPM emlSGX-PM

Read
3×

16.8×
1.8×

Total
2.5×

3.7×
1.7×

Table 6.2: Save and restore performance of PM vs. SSD. Shaded cells indicate values beyond the EPC size.

and beyond the EPC limit separately. The usable EPC size is 93.5 MB, reached for model size 78 MB,
due to the presence of other data structures in enclave memory (e.g., temporary buffers used for
encryption) as well as enclave code.

We observe (in Table 6.2a) that for saves in a real SGX environment, encryption contributes more
(66.4%) to the overall mirroring latency on average for model sizes beneath 78 MB. This increases
to 92.3% once the EPC limit is exceeded. This overhead is attributed to expensive page swapping
operations between the EPC and regular DRAM by the SGX Linux kernel driver. Regarding restores,
reads contribute on average 75% and 91.2% for values beneath and beyond the EPC limit respectively.
Similarly, there is substantial overhead beyond the EPC limit due to EPC page swapping. The results
suggest in-enclave decryption is relatively cheaper.

For the emlSGX-PM server, without real SGX hardware (hence no expensive page swaps), the primary
bottleneck is real PM. We observe (in Table 6.2b) that, for the server SGX-emlPM, writes to PM are
on average 7.9× and 9.6× faster when compared to writes to SSD for enclave sizes beneath and
beyond the EPC limit respectively. SSD writes are generally more expensive due to expensive ocalls
and serialisation operations to secondary storage. Saves are overall 3.5× and 1.7× faster for enclave
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sizes beneath and beyond the EPC limit respectively. Similarly, for restores, reads from PM into
enclave memory are on average 3× and 1.8× faster for enclave sizes beneath and beyond the EPC
limit respectively, when compared to the SSD-based counterpart. Restores are overall 2.5× and 1.7×
faster for enclave sizes beneath and beyond the EPC limit. A similar breakdown is done for the
emlSGX-PM node. As previously discussed, the performance improvement obtained with PLINIUS’s
PM-based save-restore mechanism PM can be attributed to the short I/O path from the application’s
address space to PM, as opposed to the longer I/O path with SSD where data goes through the page
cache before it is eventually written to slower secondary storage, i.e., SSD.

Nonetheless, it is worth mentioning that the performance improvement provided by PM on the
emlSGX-PM node is higher than what would be obtained with real PM hardware, as DRAM exhibits
lower latency compared to PM.

CPU and memory overhead. Our mirroring mechanism uses 140 bytes of PM for encryption meta-
data per layer. The MAC is 16 B, the IV is 12 B, giving 28 B per encrypted parameter buffer. Each
layer contains 5 parameter matrices, hence 28× 5 = 140 B per layer. With a model of N layers, we
account for N ×140 extra bytes on PM for encryption metadata, small compared to the size of actual
models (order of few MBs). The training algorithm is a fairly intensive single-threaded application
and it uses 98-100% of the CPU during execution.

Training larger models. Our results suggest PLINIUS is best suited for models with sizes beneath the
EPC limit. Models larger than the EPC limit can be trained with PLINIUS but this leads to a significant
drop in training performance due to the extensive page swaps by the SGX kernel driver. Figure 6.7
shows our mirroring mechanism still peforms better than SSD-based checkpointing for model sizes
beyond the EPC limit. A possible strategy to overcome the EPC limitation could be to distribute
the training job over multiple secure CPUs. This idea will be explored in the future. Recent Intel
Xeon Scalable processors support up to 1 TB of EPC, 512 MB per CPU [71]. This paves the way for
applications that leverage PLINIUS to train larger models more efficiently.

Mirroring frequency. By default PLINIUS does mirroring after every iteration. The mirroring fre-
quency can be easily increased or decreased. All things being equal, a training environment with a
small or high frequency of failures will require respectively, small or high mirroring frequencies to
achieve good fault tolerance guarantees.

6.8.3 Crash resilience

Q3: how robust is the mirroring mechanism against crashes?

The objective of the experiments here is to demonstrate that PLINIUS’s mirroring mechanism is crash
resilient (or failure transparent), and assess the performance impact on the training process of a
non-crash-resilient system. We define a crash-resilient system as one capable of recovering its state
(i.e., learned parameters) following a system crash. The experiments consider models with 5 LReLU-
convolutional layers, trained with the MNIST dataset for 500 iterations. We study the variation of
the loss while doing random crashes during model training.

Figure 6.8 presents the results obtained on the emlSGX-PM server, but similar results are obtained on
SGX-emlPM. We proceed by training a model using PLINIUS with 9 random crashes (and resumptions)
during the training process. We compare the loss curve obtained here to one obtained without any
crashes (baseline). Figure 6.8(a) shows that despite the crashes, the loss curve follows closely (no
breaks at crash and resume points) the one obtained without crashes. This indicates the model
parameters are saved and restored correctly using the mirroring mechanism in PLINIUS.
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Figure 6.9: Model training with AWS EC2 spot instance traces.

On the contrary, Figure 6.8(b) shows what happens when we disable our mirroring mechanism. The
loss curve obtained indicates the system cannot recover its learned parameters following random
crashes. At every resumption point, the model begins the learning process with initial randomized
weights, and thus still requires 500 iterations to be fully trained, hence increasing the total number of
iterations (from when training first began) required to train the model to over 1000 in this experiment.
This shows the benefit of crash-resilience in an ML system. In the next section, we use a more realistic
crash/resume pattern (spot instance trace) to show crash resilience in PLINIUS.

PLINIUS on AWS EC2 Spot instances. A practical use case for PLINIUS framework would be model
training on spot instances [219], such as those offered by Amazon EC2 and Microsoft Azure. Spot
instances are liable to many interruptions during their lifetimes, and model training in such a scenario
requires efficient fault tolerance guarantees (such as those provided by PLINIUS) to reduce cost and
increase efficiency of the training process.

We use real Amazon EC2 spot instance traces from [205] to simulate a realistic model training scenario
with PLINIUS on a spot instance.7 The spot traces contain market prices of spot instances at different

7 Spot simulator

https://github.com/Yuhala/plinius/blob/master/spot_simulator.py
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timestamps (5 minutes intervals). A client obtains a spot instance (or maintains a running one) if their
bid price at a specific time is greater than the market price. To simulate spot model training, we set a
bid price in our simulator script, and the simulation algorithm periodically (every 5 minutes) compares
the market price at each timestamp in the spot trace to our bid price. If bid_price > market_price,
our training process is launched (or continues if it was already running). Otherwise, the training
process is killed. We train a model with 12 LReLU-convolutional layers for 500 iterations on server
emlSGX-PM.

Figure 6.9(a) shows the loss curve obtained after 500 iterations. As explained in the previous section,
this shows PLINIUS is crash resilient as training resumes where it left off prior to the training process
being stopped. Figure 6.9(b) shows a “state curve” of the or spot instance throughout the training
process. The state is 1 when the spont instance is running and 0 otherwise. We observe only 2
interruptions of the training process with our simulation parameters (i.e., maximum bid price of
0.0955). The chosen maximum bid price and spot market price variations will dictate the total number
of interruptions of the spot instance, and hence the total training time (interruption times included).
The spot traces used and our simulation scripts are available in the PLINIUS repository.

Figure 6.9(c) shows us the loss curve obtained when there is no crash resilience (i.e., the model’s state
is not saved). With the given simulation parameters (i.e., maximum bid price of 0.0955), there are
two interruptions during the training process. As explained in the previous section, it needs to resume
training afresh, and hence the combined number of iterations (and total time) from when training first
began is increased when compared to its crash resilient counterpart. This further justifies the need for
fault tolerance guarantees in such ML scenarios. A system like PLINIUS has the potential to achieve
these fault tolerance guarantees at a lower cost compared to regular SSD checkpointing.

Secure inference. PLINIUS can also be used for secure inference. We trained a CNN model with 12
LReLU convolutional layers on the MNIST training dataset, and used the trained model to classify
10,000 grayscale images of handwritten digits in the range [0− 9]. The model (available in the
PLINIUS repository) achieved an accuracy of 98.52% with the given hyper-parameters.

GPU and TPU support. Hardware accelerators like Graphics Processing Units (GPUs) and Tensor
Processing Units (TPUs) are increasingly used in ML applications. However (at the time of this writ-
ing), the former do not integrate TEE capabilities. Recent works like HIX [75], Graviton [203], and
Slalom [189] propose techniques to securely offload expensive ML computations to GPUs. Using
Darknet’s CUDA extensions, PLINIUS can leverage such techniques to improve training performance.
The trained model weights can be securely copied between the secure CPU and the GPU (or TPU)
and our mirroring mechanism applied without much changes.

6.9 R E L AT E D W O R K

We classify related work into 3 categories: (i) TEE-based ML schemes, (ii) Homomorphic encryption
(HE)-based schemes for ML, and (iii) Fault tolerance techniques in ML.

TEE-based schemes. There exists several solutions leveraging trusted hardware (i.e., Intel SGX) for
secure ML. Slalom [189] is a framework for secure DNN inference in TEEs. It outsources costly neu-
ral network operations to a faster, but untrusted GPU during inference. Occlumency [95] leverages
Intel SGX to preserve confidentiality and integrity of user-data during deep learning inference in un-
trusted cloud infrastructure. Privado[59] implements a secure inference-as-a-service, by eliminating
input-dependent access patterns from ML code, hence reducing data leakage risks in the enclave. Ch-
iron [68] leverages Intel SGX for secure ML-as-a-service which prevents disclosure of both data and
code.
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These systems leverage TEEs for model inference, but without any support for failure recovery. PLIN-
IUS provides a full framework that supports both in-enclave model training and inference with effi-
cient fault tolerance guarantees on PM.

SecureTF [164] integrates TensorFlow ML library for model training and inference in secure SCONE
containers. This requires the full TensorFlow library (over 2.5 million LoC [186]) to run inside SGX
enclaves, which by design increases the TCB by a lot. On the other hand, the trusted portion of
PLINIUS comprises 15,900 LoC. The reduction in TCB in PLINIUS when compared to SecureTF is quite
obvious; this is better from a security perspective.

Homomorphic encryption (HE)-based schemes. Without trusted hardware enclaves, many privacy-
preserving ML methods achieve security via HE-based techniques. HE schemes compute directly over
encrypted data. Some works like CryptoNets [50] implement inference over encrypted data for pre-
trained neural networks. Others like [66] leverage HE to train and do inference on neural network
models in a privacy-preserving manner.

While these methods ensure privacy of sensitive training and classification data during model training
and inference, they have significant performance overhead (up to 1000× slower than TEE-based
schemes [69]). PLINIUS provides an orthogonal approach to tackle security, combining Intel SGX
enclaves to ensure confidentiality and integrity of models and data sets during training and inference
at a much lower cost.

Fault tolerance in ML. A common approach for fault tolerance in ML learning frameworks is the
use of checkpointing to save a model’s state to secondary storage. The corresponding file is then
used to reconstruct the model following a crash. Various frameworks (i.e., Tensorflow [1], Caffe [78],
Darknet [36], etc.) rely on this method to save a model’s state. Also, these frameworks rely on
secondary storage for storing training data.

However, this technique comes with significant performance overhead when compared to a PM-based
system, primarily due to the high access times of secondary storage. Moreover, in the event of a system
crash, the entire data sets and models must be reloaded into main memory from secondary storage.
PLINIUS introduces a novel mirroring mechanism which leverages PM for fault tolerance. In the
event of a crash, the model and the associated training data are readily available in byte-addressable
memory (PM), mitigating the performance costs associated with using slow secondary storage to
achieve fault tolerance guarantees.

6.10 S U M M A RY

PLINIUS is the first secure ML framework to leverage Intel SGX for secure model training and PM
for fault tolerance. Our novel mirroring mechanism creates encrypted mirror copies of enclave ML
models in PM, and synchronises the enclave and PM copies across training iterations. PLINIUS’s design
leverages PM to maintain byte-addressable training data in PM, completely circumventing expensive
disk I/O operations in the event of a system failure. The evaluation of PLINIUS shows that its design
outperforms disk-based checkpointing while ensuring the system’s robustness upon system failures.
Using a real-world dataset for image recognition, we show that PLINIUS offers a practical solution to
securely train ML models in TEEs integrated with PM hardware at a reasonable cost.
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SGX Switchless Calls Made Configless

Similar to the preceding chapter, the emphasis of this chapter is on enhancing the performance of
enclave programs. We focus on Intel SGX switchless calls–a technique which enables cross-enclave
calls without performing costly enclave transitions. In this work, we identify drawbacks in Intel’s
static switchless calls approach, and propose a dynamic and configless approach, facilitating enclave
software development and deployment.
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7.1 I N T R O D U C T I O N

As discussed in the previous chapter, SGX enclaves must perform a context switch to invoke system
calls like read, write, etc. which are ubiquitous in contemporary applications. This context switch can
cost up to 14, 000 CPU cycles [210], representing about 93× overhead when compared to a regular
OS system call, which incurs only 150 CPU cyles. This overhead is mainly due to the CPU flushing its
caches as well as all TLB entries containing enclave addresses, so as to preserve confidentiality when
switching the CPU’s state between enclave and non-enclave mode [34], and represents a serious
performance bottleneck for applications which perform many enclave transitions for I/O.

Techniques have been proposed [7, 210, 157] to circumvent expensive enclave context switches by
leveraging worker threads in and out of the enclave. Client threads, i.e., inside or outside of the
enclave, send their requests to the opposite side via shared memory. Worker threads handle such
requests and send the appropriate responses once completed. The Intel SGX SDK implements this
technique via the switchless call library [31] and recommends configuring a routine as switchless
when it is short in duration and frequently invoked. While this approach improves the performance
of enclave context switches, our practical experience revealed the following problems. First, Intel
SGX switchless calls must be manually configured at build time and misconfigurations can lead to
performance degradations and waste of CPU resources [31]. Second, manually configuring ecalls
or ocalls as switchless at build time is not ideal because developers rarely know the frequency nor
the duration of the calls, which are typically application and workload specific.

To mitigate these problems, we propose ZC-SWITCHLESS (zero-config switchless), a tool to dynamically
select switchless routines at runtime and configure the most appropriate number of worker threads on
the fly. This approach prevents static configuration of switchless routines and worker threads, and
obviates the performance penalty of misconfigured switchless systems, while minimising CPU waste.
ZC-SWITCHLESS leverages an application level scheduler that monitors runtime performance metrics
(i.e., number of wasted cycles or fallback calls to regular non-switchless routines, etc.); these are
used to dynamically configure an optimal number of worker threads to fit the current workload while
minimising CPU waste.

We further analysed the Intel SGX SDK implementation, and derived practical configuration tips for
Intel SGX switchless calls. In addition, we tracked performance issues with Intel’s SDK memcpy imple-
mentation, and propose an optimised version (based on Intel’s recommendations) which removes a
major source of performance overhead for both switchless and regular SGX transition routines.

In summary, the contributions of this work are:

1. The design and the implementation of ZC-SWITCHLESS, a configless and efficient system to drive
switchless calls, released as open-source.1

2. An optimised implementation and evaluation for the Intel SGX SDK’s memcpy routine.
3. An extensive experimental evaluation demonstrating the effectiveness of ZC-SWITCHLESS via

micro- and macro-benchmarks.

7.2 S W I T C H L E S S O CA L L S

As outlined previously, switchless calls provide a mechanism to do cross-enclave calls without trig-
gering an enclave context switch. The core idea is to have caller threads send the requests of
ecalls/ocalls into shared, untrusted buffers, from which the requests are received and processed

1 https://gitlab.com/Yuhala/zc-switchless.git

https://gitlab.com/Yuhala/zc-switchless.git
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Figure 7.1: Intel SGX switchless ocall architecture.

synchronously or asynchronously by worker threads in or out of the enclave [187]. In this work, we
focus on ocalls because they are the primary source of enclave transitions from experience.

Figure 7.1 outlines the switchless ocall architecture in the Intel SGX SDK. Client threads inside the
enclave send ocall requests to a task pool in shared memory. Worker threads outside the enclave wait
for pending tasks in the task pool, and execute them on behalf of the client threads, returning the
results in shared memory until the task pool is empty [31]. The worker threads outside the enclave
perform the unsupported functionality (e.g., syscalls) on behalf of in-enclave client threads. These
operations are done without performing any enclave transition. The Intel SGX SDK provides a library
for handling switchless calls in applications.

7.2.1 Limitations of Intel SGX switchless calls

In the following, we identify three main problems and limitations with Intel’s switchless calls
implementation: (i) switchless call selection (§7.2.1.1), (ii) worker thread pool sizing (§7.2.1.2),
and (iii) Intel SDK parameterisation (§7.2.1.3).

Setup. For experiments in this section, we use a 4-core (8 hyper-threads) Intel Xeon CPU E3-1275 v6
clocked at 3.8 GHz, 8 MB L3 cache, 16 GB of RAM, with support for Intel SGX v1. We deploy Linux
Ubuntu 18.04.5 LTS with kernel 4.15.0-151 and Intel SGX SDK v2.14. We report the average over 10
runs.

7.2.1.1 Switchless calls selection

At build time, developers need to specify the routines (ecalls or ocalls) to be handled switchlessly
at runtime. The Intel SGX developer reference [31] recommends configuring a routine as switch-
less if it is short in duration and is frequently called. However, obtaining such details at build time
is challenging for developers. To illustrate this challenge, consider a program implemented in Java
but executed as a native image in an SGX enclave (Chapter 3). Predicting the specific libc routines
invoked by the in-enclave shim library could be difficult for a non-expert developer. Moreover, auto-
tuning tools [110] cannot easily spot potential switchless routines by relying solely on duration and
frequency, as it would require a full code path exploration, a costly operation for large systems. Ad-
ditionally, the execution frequency of a specific application routine is workload specific and hard to
predict at build time.

The lack of sufficient information at build time may result in the misconfiguration of switchless rou-
tines, potentially impacting the application’s performance. To illustrate this, we use a synthetic bench-
mark. It executes n ocalls to two functions as follows: α calls to function f which is known to benefit
from switchless calls (i.e., short in duration [187]), while β calls to g which should run as a regular
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Figure 7.2: Runtime for 75,000 switchless ocalls to f and 25,000 regular ocalls to g

ocall. If α= β , the sum of the execution times of calls to f is negligible compared to the same sum
for calls to g. Hence, to better highlight the performance gains when executing f switchlessly, we set
α = 3β and n = α+ β . In this test, f is an empty function (i.e., void f(void){}). On the other
hand, g routine executes asm("pause") in a loop, i.e., a busy-wait loop.

We evaluate four different configurations: C1-C4. In C1, all f functions run switchlessly, while g
functions run as regular ocalls. We expect C1 to perform best. In C2, only the g functions run
switchlessly, and we expect C2 to be the worst. Finally, in C3 and C4 all functions run switchlessly
or regularly, respectively. We observe the following results (on average) when executing 100,000
ocalls, i.e., switchless and regular ocalls combined. C1 is the fastest configuration (0.9 s), ≈ 1.8×
faster than C2, which is indeed the worst configuration (completes in 1.6 s). C4 completes in 1.3 s
(1.44× slower than C1).

Take-away 1

An improper selection of switchless coroutines leads to poor performance in SGX applications.

7.2.1.2 Worker thread pool sizing

In addition to switchless routine choice, developers must also specify the total number of worker
threads allowed to the SGX switchless call mechanism at build time. However, an overestimation of
worker threads for ocalls can lead to a waste of CPU resources due to busy-waiting of worker threads
awaiting switchless requests (see [31], page 71). The latter will limit the number of applications that
can be co-located on the same server or interfere with application threads which will be deprived
of CPU resources. Similarly, an underestimation can lead to poor application performance as more
ocalls will perform costly enclave switches.

Using the same synthetic benchmark from §7.2.1.1, we validate these effects for a varying number
of worker threads. The results are depicted in Figure 7.3. Executing all functions switchlessly (C4)
is good for short g functions, scaling with the available worker threads. As a general trend, the
performance of all configurations plateaus from 4 to 5 worker threads. In other words, statically
configuring 4 or 5 worker threads for the application leads to a waste of CPU resources as optimal
performance is attained with 1 to 3 worker threads.
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1 int rbf = 20000; // number of retries before fallback to a regular ocall
2 bool worker_available = false;
3 while (!worker_available && rbf > 0) { // busy wait loop
4 asm_pause();
5 worker_available = find_available_worker();
6 rbf--;
7 }
8 if(worker_available) { do_switchless_ocall(); }
9 else { do_normal_ocall(); } // fallback to a regular ocall

Listing 15: Illustrating retry before fallback

Take-away 2

An overestimation of worker threads leads to a waste of CPU resources.

7.2.1.3 Intel SDK parameterisation

If a switchless task pool is full or all worker threads are busy, a switchless call falls back to a regular
ecall or ocall. The Intel SGX SDK defines the variable retries_before_fallback (rbf) for the
number of retries client threads perform in a busy-wait loop, waiting for a worker thread to start
executing a switchless call request, before falling back to a regular ecall/ocall [31]. Similarly, the
SDK defines retries_before_sleep (rbs), for the number of asm{"pause"} done by a worker
while waiting for a switchless request, before going to sleep. The SDK’s default values for both rbf
and rbs are set at 20, 000 retries.

However, the SDK’s default rbf value especially is abnormal in both a theoretical and practical sense.
Between successive retries, a caller thread executes an asm{"pause"} instruction, which has an es-
timated latency up to 140 cycles on Skylake-based microarchitectures.2 As a result, a caller thread
can wait more than 2.8 million cycles before its call is handled by a worker thread. This is about
200× more costly compared to a regular ocall transition (≈14,000 cycles), and defeats the purpose

2 SGX was first introduced on Skylake CPUs: https://intel.ly/3hTVEMG, page 58

https://intel.ly/3hTVEMG
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of using switchless calls, i.e., to avoid the expensive transition. The same holds for rbs; a worker
thread will wait for 2.8 million cycles before going to sleep.

While developers can easily tune the rbf and rbs values at build time, the Intel SDK lacks proper
guidance.

Take-away 3

The proper configuration of the Intel SGX switchless-related parameters remains hard and
misconfigurations lead to poor performance.

7.3 Z C -S W I T C H L E S S A R C H I T E C T U R E

To address the aforementioned limitations, we propose ZC-SWITCHLESS, a dynamic approach to
drive SGX switchless calls more effectively. The primary objective of ZC-SWITCHLESS is to provide
a resource-efficient implementation for SGX switchless calls.

Central to ZC-SWITCHLESS’s architecture is an in-application scheduler (§7.3.1) which aims to min-
imise waste of CPU resources. Additionally, we detail a more efficient implementation of tlibc’s
memcpy (§7.3.5), used for intra-enclave data copying, as well as data exchange between the enclave
and the outside world.

Figure 7.4 shows an overview of ZC-SWITCHLESS. In a nutshell, we consider any function (Figure 7.4-
¶) as a potential candidate to run as switchless, thus avoiding the need for manual selection by
developers at build time. Our design allows the number of worker threads to be tuned dynamically,
to minimise CPU waste while improving performance via the switchless call technique. We do so by
having the scheduler implement a feedback loop to periodically collect ocall statistics (Figure 7.4:·-
¸), determine the optimal number of worker threads (Figure 7.4-¹), and finally apply its decision
(Figure 7.4-º). Inside the enclave, a call is executed in a switchless manner if the caller finds at least
one idle worker thread. The remainder details further these aspects. Unless indicated otherwise, the
term scheduler refers to ZC-SWITCHLESS’s scheduler.

7.3.1 ZC-SWITCHLESS scheduler

The main objective of the scheduler is to minimise wasted CPU cycles. We define a wasted
CPU cycle as one spent by a CPU core doing something that does not make the application (i.e., caller
thread) move forward in its execution [108].
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Figure 7.5: ZC-SWITCHLESS scheduler phases.

In the case of Intel SGX, we identify two potential sources of wasted CPU cycles: (1) transitions
between enclave and non-enclave mode in the case of regular ocalls, and (2) busy-waiting in the
case of switchless ocalls. The overhead of regular ocalls has been evaluated extensively in past
research [210], and it varies also according to the specific CPU and micro-code version. We evaluated
this overhead to be ≈ 13, 500 CPU cycles for our experimental setup.

An any point in time, each active worker (not sleeping) can be in one of two states: either the worker
is handling an ocall, in which case the enclave thread (which made the ocall) is busy-waiting, or
the worker is busy-waiting for incoming ocall requests. Therefore, for every active worker thread,
there is always exactly one thread busy-waiting. The extra cost of having M worker threads is thus
M multiplied by the number of cycles during which they have been active.

The scheduler periodically computes the number of worker threads that minimises the number of
wasted CPU cycles. Throughout its lifetime, the scheduler switches between two phases (see Fig-
ure 7.5): a scheduling phase that lasts a scheduler quantum, Q, a time slice during which it assigns
an optimal number of switchless workers to be used by the application, and a configuration phase,
during which it calculates the optimal number of switchless workers for the next scheduling phase.
We denote by Tes the duration of an enclave switch, F the number of calls not being handled switch-
lessly (i.e., fallback), N the number of cores on the machine and M the number of worker threads
set during ZC-SWITCHLESS’s scheduler quantum (Q, set empirically to 10 ms). The number of wasted
cycles during T cycles is given by:

U = F · Tes + M · T
This formula takes into consideration wasted cycles due to fallback routines: Fi · Tes and the M busy-
waiting threads: M · T , i.e., enclave threads waiting for a response from their switchless worker
threads, or worker threads busy-waiting for a switchless request from enclave threads. Finally, the
scheduler keeps M ′ workers for the next scheduling phase, where M ′ is such that UM ′ = mini Ui .

To estimate the number of workers for the next quantum (i.e., scheduling phase) during a configuration
phase, the scheduler sleeps for N

2 + 1 micro-quanta, of length µ ·Q each, with a different number
of workers i each time, 0 ≤ i ≤ N

2 (i.e., N
2 + 1 possible values). The constant µ is a small time

period, so the configuration phase can be quick, but still long enough to capture the needs (in terms
of CPU resources) of the application at a given time. We empirically set µ = 1

100 . During every
micro-quantum, the number of non-switchless calls is recorded so that the scheduler can compute
the number of wasted cycles Ui once awake. Ui is given by:

Ui = Fi · Tes + i ·µ ·Q ·CPU_FREQ

To deactivate a worker thread, the scheduler sets a value in memory (see §7.3.2). The worker’s loop
function will eventually check this value and, if it is set and no caller thread has reserved (or is using)
the worker, the worker will pause. To re-activate a paused worker, the scheduler sends a signal to
wake up the corresponding worker thread.

7.3.2 Worker thread state machine

We associate to each worker a buffer structure that consists of 4 main fields: an untrusted
(preallocated) memory pool used by callers to allocate switchless requests, a field to hold the most
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recent switchless request, a status field to track the worker status, and a field used to communicate
with the scheduler. Figure 7.6 summarises the status transitions of a worker thread.

A worker is initially in the UNUSED state. When a caller needs to make a switchless call, it finds an
UNUSED worker and switches the worker’s state to RESERVED (À). We rely on GCC atomic built-in
operations [52] for thread synchronisation. The caller allocates a switchless request structure from
the corresponding memory pool. A switchless request comprises: an identifier of the function to be
called, the function arguments (if present), and the return result (if present).

The caller copies its request to the worker’s buffer and changes the worker’s state from RESERVED to
PROCESSING (Á). At this point, the worker reads the request and calls the desired function with the
corresponding arguments. Once the function call completes, the worker updates the request with the
returned results (if present) and switches from the PROCESSING to the WAITING state (Â).

Finally, the caller copies the returned results into enclave memory and changes the worker’s state to
UNUSED (Ã). After a scheduling phase, the number of additional worker threads ( N

2 −M ′) are paused
by the scheduler (Ä).

The memory pools of worker buffers are freed and re-allocated when full via an ocall. Using preallo-
cated memory pools prevents callers from performing ocalls to allocate untrusted memory for each
switchless request, which will defeat the purpose of using a switchless system.

Upon program termination, the scheduler sets a value in workers’ buffers so the workers can switch to
the EXIT state (Å). At this stage, the workers perform final cleanup operations (e.g., freeing memory)
and then terminate.

7.3.3 Switchless call selection

In ZC-SWITCHLESS, any routine can be run as switchless if the corresponding enclave caller
thread finds an available/unused worker thread. Otherwise, the call immediately falls back to a
regular ocall without any busy waiting.

7.3.4 Security analysis of ZC-SWITCHLESS

The security analysis of ZC-SWITCHLESS is similar to that presented in [210]. All switchless
call designs (i.e., Intel switchless, ZC-SWITCHLESS, Eleos [157]) are based on threads in and out
of the enclave communicating via plaintext shared memory. Thus, the switchless design proposed
by ZC-SWITCHLESS is no less secure than that proposed by the Intel SGX switchless library. In
the following, we do a more precise security analysis of key components in ZC-SWITCHLESS’s
design.

ZC switchless request structure. It is a C struct which encapsulates all the data necessary for a
switchless request: an identifier for the function to be called, the arguments passed (if any), the
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Figure 7.7: Throughput for ocalls of the write system call to /dev/null (100,000 operations, average
over 10 executions) for aligned and unaligned buffers.

status of the switchless request, and the results. A potential security risk could be Iago attacks [19],
i.e., maliciously modifying return values so as to manipulate the control flow of the enclave. Similar
to [10], ZC-SWITCHLESS mitigates this by validating inputs and return values at the enclave boundary,
e.g., ensuring that the return value of a libc call is consistent with its specification.

ZC scheduler. The ZC-SWITCHLESS scheduler is located in the untrusted runtime, which leaves it
vulnerable to malicious tampering. However, since the scheduler only decides how many worker
threads should be used and when, the worst case scenario here will be a DoS, e.g., by killing worker
threads. The enclave’s confidentiality or integrity, however, cannot be compromised by tampering
with the scheduler.

7.3.5 Trusted libc’s memcpy optimisation

For security reasons, the Intel SDK provides its own implementation of a subset of the func-
tions from the libc, i.e., the tlibc. The tlibc re-implements most of the functions from the
libc that do not require system calls, e.g., memset, memcpy, snprintf, etc. Because enclave code
cannot be linked to dynamic libraries, these re-implementations are statically linked to the enclave
application at build time.

We focus on the Intel SDK tlibc version of memcpy [172], as it is heavily used to pass ocall arguments
from trusted memory to untrusted memory and back for the results [98].

Our tests highlight huge performance gaps when using aligned buffers (i.e., when the src and dest
arguments are a multiple of 8 ) and unaligned buffers.

For instance, Figure 7.7 presents the throughput when issuing 100,000 invocation of the write sys-
tem call (which requires an ocall and involves memcpy calls) with varying lengths of aligned and
unaligned buffers ranging from 512 B to 32 KB. We observe that the execution time for unaligned
buffers is consistently higher than for aligned buffers. Moreover, when using unaligned buffers, we
observe poor scalability trends for write when increasing the buffer sizes, basically plateauing at
about 0.4 GB/s.

Intel’s software optimisation reference3 provides recommendations for optimising operations like
memcpy on various processor architectures, beginning with those based on the Ivy Bridge microarchi-
tecture. These optimisations include leveraging instructions like enhanced rep movsb4 and stosb5

3 Intel 64 and IA-32 Architectures Optimization Reference Manual Volume 1
4 movsb: "move string byte", fetches a byte from a source address and stores it at a destination address.
5 stosb: "store string byte", stores a byte at a destination address.

https://www.intel.com/content/www/us/en/content-details/671488/intel-64-and-ia-32-architectures-optimization-reference-manual-volume-1.html
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1 void *memcpy(void *dst0, const void *src0, size_t length){
2 ...
3 /* Copy forward. */

4 __asm__ volatile(
5 "rep movsb"
6 : "=D"(dst0), "=S"(src0), "=c"(length)
7 : "0"(dst0), "1"(src0), "2"(length)
8 : "memory");

9 done:
10 return (dst0);
11 }

Listing 16: Optimising memcpy with rep movsb.

for buffer copy operations.

By analysing the Intel SGX SDK’s implementation of tlibc’s memcpy, we observed such recommenda-
tions are not always put into practice. For instance, the SGX SDK performs a software word-by-word
copy for aligned buffers but a byte-by-byte copy for unaligned buffers.

By following those recommendations, we provide a revised and more efficient implementation lever-
aging the hardware instruction rep movsb. Listing 16 sketches the optimised memcpy implementa-
tion, which we evaluate in depth in §7.4.4.

Similar optimisation techniques can be employed for operations like memmove, memset, etc.

7.4 E VA LUAT I O N

Our evaluation seeks to answer the following questions:

Q1: How does ZC-SWITCHLESS impact application performance for (i) static (§7.4.1.1), and (ii)
dynamic (§7.4.3.1) workloads?

Q2: What is the effect of misconfigurations of Intel switchless on application performance?
(§7.4.1.1) and (§7.4.3.1)

Q3: What is the effect of ZC-SWITCHLESS on CPU utilisation for static (§7.4.1.2) and dynamic
(§7.4.3.2) workloads?

Q4: What is the performance gain of the improved memcpy implementation? (§7.4.4)

Experimental setup. All experiments use a server equipped with a 4-core Intel Xeon CPU E3-1275 v6
clocked at 3.8 GHz with hyperthreading enabled. The CPU supports Intel SGX, and ships with 32 KB
L1i and L1d caches, 256 KB L2 cache and 8 MB L3 cache. The server has 16 GB of memory and runs
Ubuntu 18.04 LTS with Linux kernel version 4.15.0-151. We run the Intel SGX platform software,
SDK, and driver version v2.14. All our enclaves have maximum heap sizes of 1 GB. The EPC size is
128 MB (93.5 MB usable by enclaves). We use both static and dynamic benchmarks.

Our static benchmarks are based on kissdb [70] and an Intel SGX port of OpenSSL [32]: kissdb
is a simple key/value store implemented in plain C without any external dependencies, while
OpenSSL [47] is an open-source software library for general-purpose cryptography and secure com-
munication.

For dynamic benchmarks, we use lmbench [113], a suite of simple, portable, ANSI/C microbench-
marks for UNIX/POSIX.

For all benchmarks, we set the initial number of worker threads to #logical_cpus
2 for ZC-SWITCHLESS.

This number is 4 for the SGX server used. For Intel switchless experiments, we maintain the default
rbf and rbs values, i.e., 20, 000.
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Figure 7.8: Average latency of key/value pair SET ops in kissdb.

7.4.1 Static benchmark: kissdb

We issue a varying number of key/value pair writes to kissdb, and we evaluate and compare
the performance and CPU utilisation of ZC-SWITCHLESS with Intel switchless.

We ran our benchmark in 3 modes: without using switchless calls (no_sl), using Intel switchless calls,
and using ZC-SWITCHLESS (zc for short). For Intel switchless, we consider two values for the number
of switchless worker threads: 2 and 4. In kissdb, we know empirically that the 3 most frequent
ocalls in the benchmarks are: fseeko, fwrite, and fread. Therefore, for kissdb we benchmark
Intel’s switchless in 10 (2×5) different configurations: only fseeko as switchless (i-fseeko-x , x be-
ing 2 or 4, the number of Intel switchless worker threads), only fwrite as switchless (i-fwrite-x),
only fread as switchless (i-fread-x), both fread and fwrite as switchless (i-frw-x), and all the
3 ocalls as switchless (i-all-x). Note that these ten configurations correspond to possible configu-
rations an SGX developer could have set up for kissdb. We report the averages over 5 runs.

7.4.1.1 ZC-SWITCHLESS vs. Intel switchless

Answer to Q1 & Q2. Figure 7.8 (a) and (b) show the average latencies for setting a varying number
of 8-byte keys and 8-byte values in kissdb, with respectively 2 and 4 switchless worker threads
configured for Intel switchless.

Observation. Here, ZC-SWITCHLESS is 1.22× faster when compared to a system without switchless
calls, and respectively 1.19×, 1.13×, 1.13×, 1.05×, and 1.02× faster when compared to i-fread-2,
i-fwrite-2, i-fseeko-2, and i-frw-2.

However, ZC-SWITCHLESS is about 1.33× slower for i-all-2. We note how ZC-SWITCHLESS is (on
average) 1.26× faster than i-fread-4, 1.22× faster than i-fwrite-4, 1.13× faster than i-fseeko-4,
1.10× than i-frw-4. However, it is 1.16× slower than i-all-4.

Discussion. In kissdb, fseeko is the most frequent ocall, invoked almost twice more often than
fread and fwrite. Further, fseeko is much shorter in duration relative to fread and fwrite, which
explains the better performance of i-fseeko when compared to i-fread and i-fwrite for both 2
and 4 switchless worker threads. i-fwrite configurations show the poorest performance for Intel’s
switchless in all cases.

However, when both fread and fwrite are configured as switchless (i-frw), we see an improvement
in performance relative to i-fwrite and i-fread, almost equal to i-fseeko performance. Here the
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Figure 7.9: Average CPU usage of key/value pair SET ops in kissdb.

combined sum of fread and fwrite calls surpasses the number of fseeko invocations, which leads
to a more significant number of switchless calls in i-frw, thus leading to similar performance as
fseeko.

The configless strategy employed by ZC-SWITCHLESS outperforms statically misconfigured systems
like i-fread and i-fwrite (for both 2 and 4 Intel switchless workers), shows similar performance
as i-fseeko-2, and outperforms i-fseeko-4. The observed spikes (e.g., 7,500 and 8,500 keys) in
ZC-SWITCHLESS are due to ocall operations when reallocating full memory pools for ZC-SWITCHLESS

worker buffers (see §7.3.2). In i-all, Intel’s switchless outperforms ZC-SWITCHLESS because it main-
tains a constant number of switchless workers (2 or 4), whereas ZC-SWITCHLESS uses few worker
threads at various points during the application’s lifetime.

Take-away 4

ZC-SWITCHLESS achieves better performance relative to non-switchless systems, and outper-
forms misconfigured Intel switchless systems.

7.4.1.2 ZC-switchless vs. Intel switchless: CPU usage

Answer to Q3. We now evaluate the CPU utilisation of ZC-SWITCHLESS and Intel switchless when
running the same experiments as in §7.4.1.1. We measured the overall CPU utilisation for the given
systems from the kernel’s /proc/stat. The percentage CPU utilisation is calculated by:

% cpu_used =
(user + nice+ s ystem)

(user + nice+ s ystem+ idle)
∗100

where: user is the time spent for normal processes executing in user mode, nice is the time spent for
processes executing with “nice” priority in user mode, system is the time spent for processes executing
in kernel mode, and idle is time spent by the CPU executing the system idle process.

Figure 7.9 shows the average CPU usage for setting a varying number of 8-byte keys and 8-byte values
in kissdb, with respectively 2 and 4 switchless worker threads configured for Intel switchless.

Observation. The experimental results show that ZC-SWITCHLESS maintains approximately 60% CPU
usage throughout the benchmark’s lifetime. For 2 Intel switchless workers, all Intel switchless config-
urations stabilise at about 55% CPU usage, while for 4 Intel switchless workers, the Intel switchless
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configurations stabilise at about 80% CPU usage. All switchless systems have visibly higher CPU usage
when compared to the system without switchless calls enabled (no_sl).

Discussion. Intel’s switchless mechanism maintains a constant number of worker threads (2 or 4)
throughout the application’s lifetime, while ZC-SWITCHLESS’s scheduler increases or decreases the
number of worker threads (to a maximum of 2 or 4) with respect to the workload. This explains the
overall lower CPU usage of ZC-SWITCHLESS relative to Intel switchless.

Take-away 5

Poorly configured Intel switchless systems, e.g., i-fread, i-fwrite, i-frw lead to a waste
of CPU resources. ZC-SWITCHLESS obviates the performance penalty from misconfigured Intel
switchless systems, while minimising CPU waste.

7.4.2 Static benchmark: OpenSSL file encryption/decryption

This benchmark consists of two enclave threads encrypting and decrypting data read from
files. The first thread reads chunks of plaintext from a file, encrypts these in the enclave, and
writes the corresponding ciphertext to another file, while the second thread reads ciphertext from
a different file, and decrypts it inside the enclave. All cryptographic operations are done with the
AES-256-CBC [162] algorithm.

Similarly, we ran this benchmark in the 3 modes described above: no_sl, using Intel switchless calls
(2 and 4 workers), and ZC-SWITCHLESS.

In the OpenSSL benchmark, we know empirically that 4 ocalls are called most frequently: fread,
fwrite, fopen, and fclose. We consider 10 possible configurations (2× 5) for Intel’s switchless
routines: only fread as switchless (i-fr-x , x being 2 or 4, the number of Intel switchless worker
threads), only fwrite as switchless (i-fw-x), both fread and fwrite (i-frw-x), both fopen and
fclose (i-foc-x), and all 4 ocalls as switchless (i-frwoc-x).

Figure 7.10 shows the latency and CPU usage for these configurations. We highlight and discuss
essential observations.

Observation and discussion. In this OpenSSL benchmark, fread and fwrite are respectively called
≈ 2700× and ≈ 1400× more frequently as compared to both fopen and fclose. This explains why
Intel’s latency is poor (close to no_sl) with i-foc, as more ocalls perform context switches, and
much better (w.r.t no_sl) with i-frw, where a larger number of ocalls are performed switchlessly.
Intel performs best with i-frwoc, when the four ocalls are all configured as switchless. However, we
observe that ZC-SWITCHLESS is about 1.62× and 1.82× faster than Intel’s best configuration i-frwoc,
for 2 and 4 Intel workers respectively. This is explained by the fact that the fread and fwrite
calls here are much longer (about 6× longer as compared to the previous kissdb benchmark). This
accentuates the bad effect of the poor default rbf value in Intel’s switchless, as enclave threads do
longer pauses waiting for a switchless worker thread to become available. This is absent in ZC-
SWITCHLESS, where caller threads immediately fall back.

Regarding CPU usage, ZC-SWITCHLESS’s scheduler set the number of worker threads to 0, 1, 2, 3, 4
for respectively 9.4%, 4.6%, 84.4%, 1.6%, and 0% of the programs lifetime. This explains the similar
CPU usage in ZC-SWITCHLESS and Intel 2 workers (except for i-foc), while with 4 Intel workers, CPU
usage for Intel’s best config is about 1.62× larger than ZC-SWITCHLESS’s, despite the latter performing
better.
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Figure 7.10: Latency and CPU usage for OpenSSL.

Take-away 6

ZC-SWITCHLESS outperforms all Intel configurations when ocalls are long; this is due to the
poor default rbf value in Intel’s switchless library.

7.4.3 Dynamic benchmark: lmbench

Our dynamic benchmark is based on the read and write system call benchmarks of lmbench.
The read benchmark iteratively reads one word from the /dev/zero device [113], while the write
benchmark iteratively writes one word to the /dev/null device. We devised a dynamic workload
approach which consists of periodically (every τ = 0.5s) issuing a varied number of read and write
operations to lmbench using two in-enclave caller threads (1 reader + 1 writer) over a period of
60s. These operations trigger ocalls, and ZC-SWITCHLESS scheduler adapts the number of worker
threads accordingly.

The total run time of the dynamic benchmark is divided into 3 distinct phases, each lasting 20s:
(1) increasing operation-frequency: the number of operations is doubled periodically, (2) constant
operation-frequency: the number of operations remains at a constant value (the peak value from phase-
1), and (3) decreasing operation-frequency, where the number of operations is periodically decreased
(reduced by half every τ). We measure the read/write throughputs and CPU usage at different points
during the benchmark’s lifetime.

Similarly, we ran our benchmark in 3 modes: without using switchless calls (no_sl), using Intel
switchless calls, and using ZC-SWITCHLESS (zc). For Intel switchless, we consider two values for
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Figure 7.11: Read (a/b), write (c/d) throughput for ZC-SWITCHLESS vs. Intel switchless (2/4 worker
threads).

the number of switchless worker threads (x): 2 and 4. For lmbench syscall benchmark, we know
empirically that the read and write syscalls are the most frequent ocalls. So we configure Intel’s
switchless in six (3× 2) different configurations: only write as switchless (i-write-x), only read
as switchless (i-read-x), both read and write ocalls as switchless (i-all-x). Similarly, these
six configurations correspond to possible configurations an SGX developer could have set for their
program. We show the throughputs and CPU usages as observed from both the reader and writer
threads. We highlight essential observations, and analyse them in our discussions.

7.4.3.1 Dynamic benchmark: ZC-SWITCHLESS vs. Intel switchless

Answer to Q1 & Q2. Figure 7.11 shows the operation throughputs as observed by the reader (top: a/b)
and writer (bottom: c/d) threads respectively during the lifetime of the dynamic benchmark.

Observation. The experimental results show that on average, ZC-SWITCHLESS is about 2.3× faster
when compared to both reader-i-write-2 and reader-i-write-4, and 2.1× and 2.5× faster when
compared to writer-i-read-2 and writer-i-read-4 respectively. However, ZC-SWITCHLESS is about
1.6× and 1.1× slower when compared to properly configured Intel switchless configurations i-all-2
(reader,writer) and i-all-4 (reader, writer) respectively.

Discussion. From the perspective of the reader thread, i-write is a misconfiguration as the read
calls (most frequently called by the reader) will never be switchless, and similarly for the writer
thread, i-read is a misconfiguration as the write calls will never be switchless. This explains the
relatively lower throughputs of these configurations when compared to ZC-SWITCHLESS and the other
switchless configurations. However, ZC-SWITCHLESS has a lower throughput when compared to the
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Figure 7.12: Read (a/b), write (c/d) CPU usage for ZC-SWITCHLESS vs. Intel switchless (2/4 worker threads).

better configurations: reader-(i-all,i-read) and writer-(i-all,i-write).

7.4.3.2 ZC-switchless CPU utilisation vs. Intel switchless

Answer to Q3. We compute the CPU usage as explained previously. Figure 7.12 shows the average
CPU usage as observed by the reader (top) and writer (bottom) threads respectively at the different
points during the lifetime of the dynamic benchmark.

Observation. Similarly to the throughputs, the CPU usage for the studied configurations increases with
time and plateaus at a certain point. The experimental results show that on average, ZC-SWITCHLESS

CPU usage is about 1.8× and 1.6× more when compared to reader-i-write-2 and writer-i-read-2
respectively, but almost equal CPU usage on average when compared to reader-i-write-4, writer-
i-read-4, and reader/writer-i-all-2 respectively. However, reader/writer-i-all-4 use about 1.3×
more CPU when compared to ZC-SWITCHLESS.

Discussion. Similarly to the poor throughputs, we can easily highlight CPU waste for the misconfigu-
rations: reader-i-write-4 and writer-i-read-4, as they have similar CPU usages when compared to
ZC-SWITCHLESS on average but much poorer performance with regards to the corresponding through-
puts. ZC-SWITCHLESS prevents this misconfiguration problem. For the better configurations: reader-
(i-read,i-all), and writer-(i-write,i-all), Intel performs better than ZC-SWITCHLESS but this
usually comes at a higher CPU cost (especially for 4 Intel workers), which is explained by the fact
that Intel’s switchless mechanism maintains the maximum number of workers when there are pending
switchless requests.

The observations with the dynamic benchmark are consistent with the previous takeaways (4 and 5)
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Figure 7.13: Throughput for ocalls of the write system call to /dev/null (100,000 operations, average
over 10 executions) for aligned and unaligned buffers.

indicating ZC-SWITCHLESS obviates the performance penalty of misconfigured Intel switchless systems
while minimising waste of CPU resources.

7.4.4 Performance of improved memcpy

Answer to Q4. To evaluate the performance of the improved memcpy implementation, we ran
a benchmark similar to that in §7.3.5, which issues 100,000 write system calls from within the
enclave, with various sizes of aligned and unaligned buffers ranging from 512 B to 32 KB. We ran this
benchmark in two modes: using the default memcpy implementation of the SDK (vanilla-memcpy)
and using our improved memcpy implementation (zc-memcpy).

As shown in Figure 7.13, the revised memcpy implementation achieves a speedup of up to 3.6× for
aligned buffers and 15.1× for unaligned buffers. Noteworthy, these speedups will benefit both regular
and switchless ocalls, as well as any application using the Intel SDK’s memcpy implementation inside
enclaves.

Impact on inter-enclave communication. Recent work [98] presents a quantitative study on the
performance of real-world serverless applications protected in SGX enclaves. A performance test of
zc-memcpy in this work showed a 7%−15% speedup for inter-enclave SSL transfers in the context of
their benchmarks, which confirms the efficiency of zc-memcpy for copy-intensive operations.

Take-away 7

Developers should have the freedom to bypass standard implementations for certain libc rou-
tines in favour of optimised implementations tailored to the specific microarchitectures of their
underlying processors.

7.5 R E L AT E D W O R K

We classify related work into three categories, as detailed next.

(1) SGX benchmarking and auto-tuning tools. In [110], authors use stochastic optimisation to
enhance the performance of applications hardened with Intel SGX. [109] proposes a framework for
benchmarking SGX-enabled CPUs, micro-code revisions, SDK versions, and extensions to mitigate
enclave side-channel attacks. These tools do not provide dynamic configuration of the switchless
mechanisms.
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(2) SGX performance improvement. Weichbrodt et al. [208] propose a collection of tools for high-
level dynamic performance analysis of SGX enclave applications, as well as recommendations on how
to improve enclave code and runtime performance, e.g., by batching calls, or moving function imple-
mentations in/out of the enclave to minimise enclave transitions. Intel VTune Profiler [204] permits
to profile enclave applications to locate performance bottlenecks, while Dingding et al. [97] provide
a framework to improve enclave creation and destruction performance. ZC-SWITCHLESS focuses on
improving enclave performance efficiently via the switchless call mechanism.

(3) SGX transitions optimizations. Previous research works [210, 7, 157, 188] circumvent expen-
sive SGX context switches by leveraging threads in and out of the enclave which communicate via
shared memory, similar to Intel SGX’s switchless design [31].

Tian et al. [187] propose a switchless worker thread scheduling algorithm aimed at maximising
worker efficiency so as to maximise performance speedup. ZC-SWITCHLESS on the other hand, lever-
ages a scheduling approach aimed at minimising CPU waste while improving application performance
relative to a non-switchless system.

7.6 S U M M A RY

In this chapter we identified drawbacks with the static configuration policy of Intel SGX’s switchless
library. We introduced ZC-SWITCHLESS, a system to dynamically drive switchless calls. Extensive eval-
uations show ZC-SWITCHLESS obviates the performance penalty from misconfigured Intel switchless
systems, while minimising CPU waste.

We equally revisited some libc implementations, i.e., mempcy in the Intel SGX SDK, and our exper-
iments show significant performance improvements can be obtained with the enhanced rep movsb
instruction. While we focused on memcpy, similar optimisations can be employed for routines in
the same family like memmove and memset. As detailed in Intel’s software optimisation manual, the
performance of the proposed optimisations may vary according to the underlying processor microar-
chitecture. Thus, we encourage developers to have the freedom to bypass standard implementations
in favour of custom implementations targetting specific processor architectures.
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Conclusion and Outlook

Trusted execution environments represent an important technological advancement designed to miti-
gate the security challenges associated with cloud-based computations. TEE technologies provide iso-
lated enclaves where sensitive computations can be performed securely, shielding them from potential
threats and unauthorised access. Nonetheless, the adoption of these security technologies introduces
a delicate balance between security, usability, and performance. On the one hand, the complexity
of TEE technologies necessitates the creation of tools to enhance usability while upholding robust
security guarantees. Conversely, the security architecture implemented by TEE technologies imposes
computational overhead, thus impacting system performance.

In this dissertation, we aimed to achieve a compromise between security, usability, and performance
in TEE-based applications. We first developed automatic code partitioning tools to reduce the trusted
computing base (TCB) of enclave programs, thus reducing the potential attack surface that attackers
could compromise to breach the security of the system. This not only tackles the security aspect, but
further facilitates adoption for higher level languages, for which existing TEE technologies lack direct
support. Subsequently, we shifted the focus to performance improvement, where we proposed ideas
and tools to mitigate the overhead introduced by TEE technologies such as Intel SGX.

T H E S I S S U M M A RY

In Chapter 1, we began by contextualising the research work done, providing a clearer understanding
of the rationale of this thesis. Subsequently, in Chapter 2 we presented key background concepts and
technologies that served as the foundation for our work.

In Chapter 3, we introduced MONTSALVAT, a tool to automatically partition Java applications for en-
claves. MONTSALVAT leverages code annotations to specify sensitive application classes, and performs
bytecode transformations to partition the code. The transformed program is then AOT compiled to
GraalVM native images that execute in and out of the enclave in a distributed fashion.

In Chapter 4, we proposed SECV, a more generic approach to analyse and partition applications for
enclaves. SECV leverages GraalVM’s Truffle framework to provide special AST nodes that can be used
across a wide range of programming languages to specify sensitive information in a program. The re-
sulting program is then dynamically analysed and partitioned into trusted and untrusted components
that execute in and out of the enclave respectively. Our prototype implementation illustrates that the
TCB can be reduced while improving the performance of the application.

In Chapter 5, we presented FORTRESS, a system to secure peripheral I/O in IoT systems. FORTRESS

provides a generic blueprint to partition peripheral I/O drivers, illustrating the design with secure

119
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I2S sound processing.

We then moved the focus to performance enhancement in Chapter 6, where we proposed techniques
and tools to leverage persistent memory (PM) in enclaves, to eschew costly enclave transitions for
I/O operations. To improve fault-tolerance guarantees, we proposed a mirroring mechanism which
involves creating encrypted mirror copies of enclave data structures in PM, and synchronising these
copies with their enclave counterparts throughout the application’s lifetime. We demonstrated the
feasibility of this approach with secure machine learning model training in enclaves.

Lastly, in Chapter 7, we identified drawbacks with Intel SGX’s switchless static configuration policy.
We proposed ZC-SWITCHLESS, a dynamic system to drive SGX switchless calls while minimising waste
of CPU resources. Extensive evaluations show ZC-SWITCHLESS obviates the performance penalty from
misconfigured Intel SGX switchless systems, while minimising CPU waste.

O U T L O O K

While this thesis addressed some security and performance challenges in TEEs, there are still many
open research issues to be tackled in this field. Moreover, the tools we have proposed can be fur-
ther extended to improve their functionality and usability on a broader scale. In the following, we
outline potential avenues for future research work that build upon the foundations laid out in this
thesis.

Firstly, a generic code partitioning framework like SECV provides a solid bedrock for future research
as it tackles the language aspect which is key to enabling widespread adoption of TEE technologies.
More specifically, POLYTAINT can be extended to fully cover more TRUFFLE languages like TruffleRuby,
FastR, etc. Regarding LLVM-based languages like C/C++, the Truffle framework provides an LLVM
interpreter, Sulong [150]. This interpreter can also be extended to run programs in Go, by lever-
aging tools like GoLLVM [53]. Alternatively, Truffle’s WebAssembly (Wasm) implementation can be
leveraged to provide a common compilation target for supported languages: Rust, Go, Kotlin, etc.
While the taint analysis approach provided by POLYTAINT is language-agnostic by virtue of the TRUF-
FLE framework, new TRUFFLE languages may have some language-specific constructs which need to
be taken into account for analysis to be carried out effectively. As a result, adding support for these
languages in SECV mainly involves incorporating instrumentation nodes to handle these language-
specific semantic constructs and AST nodes in the new language. There is in-depth documentation
online to facilitate these extensions. Further, we could envision a hybrid approach comprising of both
static and dynamic analysis for POLYTAINT’s taint-tracking implementation, thereby providing much
better code coverage.

As regards a tool like FORTRESS, static analysis techniques using a framework like Frama-C [48]
can be incorporated so as to streamline the code partitioning process. Machine learning classification
algorithms can also be introduced to automate data obfuscation. This will involve utilising pre-trained
deep learning models within the trusted application to identify sensitive data in data streams, upon
which appropriate obfuscation techniques may be applied.

As a more generic point, we could envision exploring additional applications and domains where the
tools and frameworks proposed, e.g., SECV, PLINIUS, ZC-SWITCHLESS could be employed. Investigat-
ing diverse use cases and real-world scenarios will contribute to a more comprehensive understanding
of the potential impact and effectiveness of the proposed tools and techniques. This could involve
collaboration with industry to implement the proposed approaches in production settings, ensuring
their applicability beyond the academic realm. Given the current popularity of machine learning
techniques, a secure ML framework like PLINIUS holds the potential for widespread utilization. To
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make this more feasibile, GPUs and TPUs can be leveraged to enhance the performance of expensive
enclave operations. This will require security extensions in these accelerators, a direction which is
currently being explored by companies like Nvidia [127].

While the bulk of the research work presented thus far focused on TEE technologies for process iso-
lation like Intel SGX and Arm TrustZone, the current trend in TEE-related development suggests a
noticeable shift towards TEEs for virtual machine isolation, i.e., AMD SEV, Intel TDX, and more re-
cently Arm CCA. As a result, there is a prospect to expand the tools introduced for the latter TEE
technologies. More precisely, tools for code partitioning like SECV could be extended to partition
programs which are executed in separate virtual machine instances, so as to achieve privilege sepa-
ration. The performance enhancement techniques outlined in Chapter 6 and Chapter 7 can equally
be applied to the programs executed within these VM instances.

Lastly, there is an opportunity to adopt formal verification techniques to rigorously prove the security
properties of the tools implemented. This approach would add an additional layer of assurance to
the security measures introduced in our research.
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